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### 76.1 Introduction

Precision determinations of $\left|V_{u b}\right|$ and $\left|V_{c b}\right|$ are central to testing the CKM sector of the Standard Model, and complement the measurements of $C P$ asymmetries in $B$ decays. The length of the side of the unitarity triangle opposite the well-measured angle $\beta$ is proportional to the ratio $\left|V_{u b}\right| /\left|V_{c b}\right|$; its precise determination is a high priority of the heavy-flavor physics program.

The transitions $b \rightarrow c \ell \bar{\nu}_{\ell}$ and $b \rightarrow u \ell \bar{\nu}_{\ell}(\ell=e, \mu)$ each provide two avenues for determining these CKM matrix elements, namely through measurements of inclusive decay rates, $\bar{B} \rightarrow X \ell \bar{\nu}_{\ell}$ with a sum over all possible hadronic states $X$ or of exclusive rates, where the final state hadron is a specific meson ( $X=D, D^{*}, \pi, \rho$ etc.).

Purely leptonic decays, such as $B_{c}^{-} \rightarrow \tau \bar{\nu}, B^{-} \rightarrow \tau \bar{\nu}$, and $B^{-} \rightarrow \mu \bar{\nu}$, provide a third avenue that is theoretically very simple (see the RPP mini-review [1]). However, we do not use this information at present since none of the measurements have reached a competitive level of precision. Hence the results presented here are solely obtained from exclusive and inclusive semileptonic $b$-hadron decays. This article and the values quoted here update the previous review [2].

The theoretical methods underlying the different determinations of $\left|V_{q b}\right|$ are quite mature. The theoretical approach for inclusive determinations uses the fact that the mass $m_{b}$ of the $b$ quark is large compared to the scale $\Lambda_{\mathrm{QCD}}$ that determines low-energy hadronic physics. Thus the basis for precise calculations is a systematic expansion in powers of $\Lambda / m_{b}$, where $\Lambda \sim 500-700 \mathrm{MeV}$ is a hadronic scale of the order of $\Lambda_{\mathrm{QCD}}$. Such an expansion can be formulated in the framework of an effective field theory which is described in a separate RPP mini-review [3]. Exclusive determinations rely on non-perturbatively calculated form factors, that encode the low-energy dynamics of the hadronic transition. Here, lattice QCD provides an, in principle, ab-initio method to calculate the non-perturbative QCD contributions to the exclusive decay amplitudes. Thanks to a combination of improved theoretical methods, better algorithms, and large increases in computational power, precise lattice QCD results are now available for the processes that are used in exclusive $\left|V_{u b}\right|$ and $\left|V_{c b}\right|$ determinations. State-of-the-art lattice QCD calculations are based on gauge-field ensembles that include realistic sea quark effects for degenerate up/down and strange quarks (aka $2+1$ flavor ensembles), and increasingly, also for charm (aka $2+1+1$-flavor ensembles). They employ ensembles generated at three (or more) lattice spacings, different spatial volumes, among other parameter variations to allow for quantification of the underlying systematic errors, and include detailed systematic error analyses. This is described in a separate RPP mini-review [4]. The latticeQCD results discussed in this review are all state-of-the art with fully quantified uncertainties, and therefore play a central role in exclusive $\left|V_{q b}\right|$ determinations. In the case of exclusive $\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}$ decays, heavy quark symmetry (HQS) and heavy quark effective theory (HQET) yield constraints on the form factors that can be used to improve exclusive $\left|V_{c b}\right|$ determinations, especially when lattice QCD form factor results are incomplete, as was the case until very recently for $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$. Light-cone sum rules (LCSR) provide another nonperturbative approach to compute form factors. However, while the lattice-QCD results employed in this review have well-quantified uncertainties, LCSR results suffer, in general, from hard-to-quantify systematic errors. The two methods typically provide results in opposite regions of phase space. Lattice-QCD calculations work best at low hadronic recoil or high momentum transfer $\left(q^{2}\right)$ to the leptons, while LCSR calculations provide estimates at high recoil, near $q^{2}=0$. In general, we don't use form factor inputs obtained from

LCSR in this review.
The measurements discussed in this review are of branching fractions, ratios of branching fractions, and decay kinematic distributions. The determinations of $\left|V_{c b}\right|$ and $\left|V_{u b}\right|$ also require a measurement of the total decay widths of the corresponding $b$ hadrons, determined from lifetimes, which is the subject of a separate RPP mini-review [5]. The measurements of inclusive semileptonic decays relevant to this review come primarily from $e^{+} e^{-} B$ factories operating at the $\Upsilon(4 S)$ resonance, while the measurements of exclusive semileptonic decays come from both the $e^{+} e^{-} B$ factories and from the LHCb experiment at CERN.

Semileptonic $B$-meson decay amplitudes to electrons and muons are well measured and consistent with Standard Model $W$-boson exchange. As they are expected to be insensitive to the effects of non-Standard-Model physics, they are used to extract $\left|V_{q b}\right|$. However, semileptonic decays to tau-lepton final states, such as $\bar{B} \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}$, may be sensitive to effects from beyond the Standard Model particles due to the large mass of the $\tau$ lepton. The currently observed tensions between Standard Model theory and experiment for these decays indicate that semitauonic decays must be studied further. For rare decays, tests of lepton-flavor universality violations (LFUV) in ratios involving $\mu / e$ final states provide CKM-free tests of the SM. These and other flavor dependent angular analyses are also included in this review.

Many of the numerical results quoted in this review have been provided by the Heavy Flavor Averaging Group (HFLAV) [6].

### 76.2 Determination of $\left|V_{c b}\right|$

Summary: The determination of $\left|V_{c b}\right|$ from inclusive decays has a relative uncertainty of about $1.5 \%$; the limitations arise mainly from our ignorance of higher-order perturbative and nonperturbative corrections. Exclusive $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ decays provide a determination of $\left|V_{c b}\right|$ with a relative precision of about $2 \%$, with comparable contributions from theory and experiment to the total uncertainty; the value determined from $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$ decays is consistent and has an uncertainty of $2.5 \%$. The values obtained from the inclusive and exclusive $B$ decay determinations discussed below are:

$$
\begin{align*}
&\left|V_{c b}\right|=(42.2 \pm 0.5) \times 10^{-3}  \tag{76.1}\\
&\left|V_{c b}\right|=(39.8 \pm 0.6) \times 10^{-3}(\text { exclusive })  \tag{76.2}\\
&\text { (eclusive })
\end{align*}
$$

An average of these determinations has $p\left(\chi^{2}\right)=1 \%$, so we scale the error by $\sqrt{\chi^{2} / 1}=3.0$ to find

$$
\begin{equation*}
\left.\left|V_{c b}\right|=(41.1 \pm 1.2) \times 10^{-3} \quad \text { (average }\right) \tag{76.3}
\end{equation*}
$$

Given the only marginal consistency, of approximately $3.0 \sigma$, this average should be treated with caution.

### 76.2.1 $\left|V_{c b}\right|$ from exclusive decays

Exclusive determinations of $\left|V_{c b}\right|$ make use of semileptonic $B$ decays into the ground state charmed mesons $D$ and $D^{*}$. The corresponding hadronic matrix elements can be parameterized in terms of six independent form factors, which depend on the variable $w \equiv v \cdot v^{\prime}$, where $v$ and $v^{\prime}$ are the four velocities of the initial and final-state hadrons. In the rest frame of the decay this variable corresponds to the Lorentz factor of the final state $D^{(*)}$ meson. Determinations of $\left|V_{c b}\right|$ from experimental measurements of $\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}$ decay rates require precise knowledge of these form factors. Fortunately, lattice QCD results for all relevant form factors, including their recoil dependence, are now available [7-12]. Heavy Quark Symmetry (HQS) [13,14] predicts that in the infinite mass limit the six form factors collapse into a single one, which is normalized at the "zero recoil point" $w=1$, the point of maximum momentum transfer to the leptons. Heavy

Quark Effective Theory (HQET) provides a framework for obtaining the corrections to the HQS prediction in a systematic expansion in powers of $\Lambda_{\mathrm{QCD}} / m_{c}$ which is discussed in a separate RPP mini-review [3].

### 76.2.2 $\bar{B} \rightarrow D^{*} \ell \overline{\boldsymbol{\nu}}_{\ell}$

The decay rate for $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$, assuming massless leptons, is given by

$$
\begin{equation*}
\frac{d \Gamma}{d w}\left(\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}\right)=\frac{G_{F}^{2} m_{B}^{5}}{48 \pi^{3}}\left|V_{c b}\right|^{2}\left|\eta_{\mathrm{EW}}\right|^{2}\left(w^{2}-1\right)^{1 / 2} P(w)|\mathcal{F}(w)|^{2} \tag{76.4}
\end{equation*}
$$

where $P(w)$ is a phase space factor,

$$
\begin{equation*}
P(w)=r^{3}(1-r)^{2}(w+1)^{2}\left(1+\frac{4 w}{w+1} \frac{1-2 r w+r^{2}}{(1-r)^{2}}\right), \tag{76.5}
\end{equation*}
$$

with $r=m_{D^{*}} / m_{B}$. The decay amplitude $\mathcal{F}(w)$ can be expressed in terms of the form factors which parametrize the vector and axial vector current matrix elements

$$
\begin{align*}
\frac{\left\langle D^{*}\left(v^{\prime}, \epsilon\right)\right| \bar{c} \gamma^{\mu} b|B(v)\rangle}{\sqrt{m_{B} m_{D^{*}}}} & =h_{V}(w) \varepsilon^{\mu \nu \rho \sigma} v_{B, \nu} v_{D^{*}, \rho} \epsilon_{\sigma}^{*},  \tag{76.6}\\
\frac{\left\langle D^{*}\left(v^{\prime}, \epsilon\right)\right| \bar{c} \gamma^{\mu} \gamma^{5} b|B(v)\rangle}{\sqrt{m_{B} m_{D^{*}}}} & =i h_{A_{1}}(w)(1+w) \epsilon^{* \mu}-i\left[h_{A_{2}}(w) v_{B}^{\mu}+h_{A_{3}}(w) v_{D^{*}}^{\mu}\right] \epsilon^{*} \cdot v_{B}, \tag{76.7}
\end{align*}
$$

and the ratios

$$
\begin{equation*}
R_{1}(w)=\frac{h_{V}(w)}{h_{A_{1}}(w)}, \quad R_{2}(w)=\frac{h_{A_{3}}(w)+r h_{A_{2}}(w)}{h_{A_{1}}(w)} \tag{76.8}
\end{equation*}
$$

as

$$
\begin{align*}
P(w)|\mathcal{F}(w)|^{2} & =\left|h_{A_{1}}(w)\right|^{2} \\
& \times\left\{2 \frac{r^{2}-2 r w+1}{(1-r)^{2}}\left[1+\frac{w-1}{w+1} R_{1}^{2}(w)\right]+\left[1+\frac{w-1}{1-r}\left(1-R_{2}(w)\right)\right]^{2}\right\} . \tag{76.9}
\end{align*}
$$

Note that $\mathcal{F}$ at $w=1$ is unity by HQS in the infinite-mass limit [15-18]. The effect of assuming massless leptons is typically very small, but for the muon case can be non-negligible in fits to data at high hadronic recoil.

The factor $\eta_{\mathrm{EW}}=1.0066 \pm 0.0050$ accounts for the leading electroweak corrections to the fourfermion operator mediating the semileptonic decay [19], and includes an estimated uncertainty for missing long-distance and structure-dependent QED corrections [20]. While some QED radiative corrections are included in the experimental analysis, the Coulomb correction, which arises when the final-state hadron is charged, is not taken into account.

The determination of $\left|V_{c b}\right|$ requires knowledge of the normalization, where one commonly uses a theoretical calculation of the zero recoil input, $\mathcal{F}(1)$. Theoretical knowledge of the shapes of the form factors provides crucial compatibility checks between theory and experiment, and improves the precision of the determinations.

Model-independent shape parametrizations of the form factors make use of analyticity and unitarity constraints and are expressed in terms of the variable

$$
\begin{equation*}
z=\frac{\sqrt{w+1}-\sqrt{2 N}}{\sqrt{w+1}+\sqrt{2 N}}, \tag{76.10}
\end{equation*}
$$

originating from a conformal transformation, where $N=\left(t_{+}-t_{0}\right) /\left(t_{+}-t_{-}\right), t_{ \pm}=\left(m_{B} \pm m_{D^{*}}\right)^{2}$, and the choice of $t_{0}$ determines the kinematic point at which $z=0$. The form factors (generically denoted as $F$ ) may then be written as (21-25]

$$
\begin{equation*}
F(z)=\frac{1}{P_{F}(z) \phi_{F}(z)} \sum_{n=0}^{\infty} a_{n} z^{n} \tag{76.11}
\end{equation*}
$$

where the sum is bounded, $\sum\left|a_{n}\right|^{2}<1$. Furthermore, the function $P_{F}(z)$ takes into account the resonances in the $(\bar{c} b)$ system below the $\bar{D} B$ threshold, and the weighting functions $\phi_{F}(z)$ are derived from the unitarity constraint on the corresponding form factor. With the conventional choice $N=1, z=0$ when $w=1$ and kinematic range of the decay corresponds to $0 \leq z \leq 0.06$. As a result, only very few terms are needed in the series in $z$. We refer to Eq. (76.11) as the "BGL" expansion.

The Caprini-Lellouch-Neubert (CLN) parametrization [26] yields a simple form

$$
\begin{equation*}
h_{A_{1}}(w)=h_{A_{1}}(1)\left[1-8 \rho^{2} z+\left(53 \rho^{2}-15\right) z^{2}-\left(231 \rho^{2}-91\right) z^{3}\right] \tag{76.12}
\end{equation*}
$$

with the slope $\rho$ and normalization $h_{A_{1}}(1)$ as the only parameters, albeit at the cost of introducing model dependence. Furthermore, the ratios $R_{1}(w)$ and $R_{2}(w)$ are expanded in $w-1$. However, this simple CLN parametrization does not account for higher-order corrections in the $1 / m_{c / b}$ expansion, which are now relevant [25,27-33]. In addition, the numerical values of the coefficients use outdated knowledge and should include uncertainties. Thus, this report focuses on recent analyses that employ different combinations of HQET expansions through $\mathcal{O}\left(\alpha_{s} / m_{b, c}, 1 / m_{b, c}^{2}\right)$, lattice form factors at non-zero recoil, as well as the model-independent BGL expansion. Typical fits include up to three parameters $a_{n}$ in Eq. (76.11) for the different form factors.

There now exist three independent lattice QCD calculations by Fermilab/MILC [9], HPQCD [10], and JLQCD [11] of the $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ form factors at non-zero recoil. The three groups each employ statistically independent gauge-field ensembles and use different lattice actions for the heavy and light quarks. To obtain results in the continuum and at the physical point, all three analyses first perform chiral-continuum fits and systematic error studies on the corresponding lattice form factor data. The resulting continuum form factors are smooth functions (bands) obtained over recoil ranges which depend on the respective simulation details. In a second step, BGL-expansion fits are used to obtain the form factors over the entire recoil range. We note that the interplay between choices for the ChPT-based continuum extrapolations and BGL coefficients needs further investigation [34]. A comparison of the resulting $|\mathcal{F}(w)|^{2}$ amplitudes is shown in Fig. 76.1. While the lattice results are reasonably consistent in the low-recoil region, there is some variation in the slopes, as is evident from the spread between the bands at large recoil.

Prior lattice calculations obtained results for only the form factor at the zero-recoil point, $\mathcal{F}(1),[20,35]$ with a total uncertainty at the (1-2)\% level. A weighted average of the $\mathcal{F}(1)$ results from Refs. [10,11,20] yields

$$
\begin{equation*}
\mathcal{F}(1)=0.903 \pm 0.012 \tag{76.13}
\end{equation*}
$$

The lattice QCD results in Refs. [9-11] appeared (or were published) after the most recent FLAG review [36], and will therefore be included in the next FLAG review. Non-lattice estimates based on zero-recoil sum rules for the form factor tend to yield lower central values for $\mathcal{F}(1)$ [37-39]. The sum rules indicate that $\mathcal{F}(1)<0.92[37,38,40,41]$, while an explicit estimate that includes excited state contributions yields $\mathcal{F}(1) \approx 0.86$ [39,42]. Lattice-QCD form factors at non-zero recoil provide valuable shape constraints, and hence enable more refined $\left|V_{c b}\right|$ determinations. However, since they were not available until recently, some $\left|V_{c b}\right|$ determinations in the literature use the value for


Figure 76.1: Comparison of lattice QCD results for $|\mathcal{F}(w)|^{2}$ obtained by the Fermilab Lattice and MILC collaborations (red), HPQCD (purple), and JLQCD (yellow). Plot courtesy of A. Vaquero.
$\mathcal{F}(1)$ from Eq. (76.13) as the only quantitative lattice input. We discuss these first, before turning to results for $\left|V_{c b}\right|$ which employ the lattice-QCD form factors at non-zero recoil from Refs. [9-11].

While Light Cone Sum Rules (LCSR) can provide constraints on the form factors at maximum recoil, the underlying systematic errors are not fully quantified. A modern LCSR calculation [43] quotes uncertainties in the $\lesssim 20 \%$ range for the $\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}$ form factors at $q^{2}=0$.

Dispersive methods [44] can also be used to provide additional constraints on form factors calculated in lattice QCD. Recent work [45, 46] introduces the dispersive matrix method, which includes a strategy for computing the susceptibilities that are also needed inputs in $z$-expansion fits. They are calculable in lattice QCD from two-point correlation functions, which must be analyzed with the same care as the form factors themselves. The susceptibilities have also been computed in perturbative QCD in Ref. [47]. The two sets of results in Refs. [46, 47] differ in some cases outside of the quoted error bars, with a significance of up to $2.5 \sigma$. A test of the dispersive matrix approach for the $D \rightarrow K \ell \nu$ form factors, which can be computed in lattice-QCD over the entire kinematic range, is presented in Ref. [45]. The implementation of the dispersive matrix in Ref. [48] imposes unitarity constraints on the input data via a so-called unitarity filter. The filter has the effect of altering the shapes of the form factor bands while reducing the uncertainties from extrapolating the form factors over the entire kinematic range. Subsequently, the authors of Ref. [48] determine $\left|V_{c b}\right|$ from a bin-by-bin analysis of the experimental data, which avoids the common shape constraints in joint $z$-expansion fits. In follow-up work, this method has also been applied to other
semileptonic decay channels [49-51]. A more recent proposal [52] employs Bayesian inference to implement unitarity constraints, which allows for a straightforward combination of inputs from multiple lattice calculations while including experimental data in joint $z$-expansion fits.

Many experiments [53-65] have measured the differential decay rate as a function of $w$, employing a variety of methods: using either $B^{+}$or $B^{0}$ decays, with or without $B$-tagging, and with or without explicit reconstruction of the transition pion from $D^{*} \rightarrow D$ decays. In Ref. [6] a subset of the available experimental measurements were input to a four-dimensional fit for $\eta_{\mathrm{EW}} \mathcal{F}(1)\left|V_{c b}\right|$, $\rho_{A_{1}}^{2}$ and the form-factor ratios $R_{1} \propto A_{2} / A_{1}$ and $R_{2} \propto V / A_{1}$. The fit has a $p$-value of $0.9 \%$, so we scale the uncertainty by a factor $\sqrt{\chi^{2} / 23}$ to give $\eta_{\mathrm{EW}} \mathcal{F}(1)\left|V_{c b}\right|=(35.00 \pm 0.49) \times 10^{-3}$ (CLN).

The leading sources of uncertainty on $\eta_{\mathrm{EW}} \mathcal{F}(1)\left|V_{c b}\right|$ are due to detection efficiencies and $D^{(*)}$ decay branching fractions. Note that the $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ form factor in the fit is parameterized using the CLN form, which has the drawbacks discussed previously.

Using the value from Eq. (76.13) for $\mathcal{F}(1)$ and accounting for the electroweak correction gives

$$
\begin{equation*}
\left|V_{c b}\right|=(38.5 \pm 0.5 \pm 0.6) \times 10^{-3}\left(\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}, \text { LQCD, CLN }\right) . \tag{76.14}
\end{equation*}
$$

A safer approach is to use the more general BGL form-factor parameterization [22-25,29]. The BABAR and Belle experiments have published analyses with BGL based parametrizations at a given order in the expansion [62-64]. A preliminary measurement from Belle II [65] has also been performed with a BGL based parametrization. The main results from these measurements are summarised in Table 76.1 after multiplying through the value of $\mathcal{F}(1)$ quoted in the nominal result of each respective study. These results have not yet been combined by the Heavy Flavor Averaging Group.

The Belle analysis [62] and the Belle II analysis [65] are both based on untagged approaches in the mode $\bar{B}^{0} \rightarrow D^{*+} \ell \bar{\nu}_{\ell}$ and measure 1- $d$ projections in bins of the hadronic recoil $w$, and angular variables $\cos \theta_{\ell}, \cos \theta_{V}$, and $\chi$. The BABAR analysis [63] and the recent Belle analysis [64] are based on hadronic tagged samples using both charged and neutral $B$ decays. BABAR performs a full 4- $d$ unbinned analysis of neutral and charged $B$ decay modes, while Belle uses unfolded 1- $d$ projections of $w, \cos \theta_{\ell}, \cos \theta_{V}$, and $\chi$. Only the BGL form factors are directly determined in these tagged analysis, not the normalization, which is taken from the world average $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ branching fractions.

Table 76.1: $\mathcal{F}(1) \eta_{E W}\left|V_{c b}\right|$ results from $B \rightarrow D^{*} \ell \nu$ with BGL expansion fits. Note that the tagged analyses combined results from $B^{-}$and $\bar{B}^{0}$ decays, while the untagged analyses study only $\bar{B}^{0}$ decays. The final column listed the non-zero recoil lattice QCD data used in each study.

| Measurement | Tag | $\mathcal{F}(1) \eta_{E W}\left\|V_{c b}\right\| \times 10^{3}$ | Fit inputs |
| :--- | :---: | :---: | :---: |
| Belle [66] | Untagged | $35.22 \pm 0.95$ | FNAL/MILC [20] |
| Babar [63] | Tagged | $34.98 \pm 0.65$ |  |
| Belle [64] | Tagged | $37.00 \pm 0.56$ | FNAL/MILC [9], HPQCD [10], JLQCD [11] |
| Belle II [65] | Untagged | $36.94 \pm 0.91$ | FNAL/MILC [9] |

The studies in Refs. [62, 64, 65] publish the fully-differential decay rate data and associated covariance matrices. The BGL fit results in the Belle, Belle II and BABAR measurements are all consistent with corresponding results from fits with the CLN parametrization, Eq. (76.14). Each study reports fit results at low order in the three BGL expansion terms when non-zero lattice data is not used as an additional constraint, ranging from zero-order to second-order. Studies of the impact of higher order expansions based on the Belle published decay rate data have been reported
in Refs. [30,31], as well as in the recent Belle and Belle II studies [64,65], where it is shown that the fit uncertainty on $\left|V_{c b}\right|$ increases substantially with respect to the results reported at lower order, while the parameter correlations approach 1. This is due to larger number of degrees of freedom allowed in the higher order expansions, which are not sufficiently constrained without lattice-QCD inputs at nonzero recoil.

In Ref. [9], BGL expansion fits to the FNAL/MILC lattice QCD form factors show that they are insensitive to truncation effects beyond quadratic order. These form factors were subsequently used in Ref. [9] to extract $\left|V_{c b}\right|$ from combined BGL fits to the Belle [62] and synthetic BABAR [63] $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ data, yielding $\left|V_{c b}\right|=(38.74 \pm 0.78) \times 10^{-3}$. The $p$-values for the combined (experiment+lattice QCD) BGL fits reported in Ref. [9] are small, reflecting tensions between the data sets. For a fit combining only the Belle data with the lattice-QCD form factors, Ref. [9] quotes $\left|V_{c b}\right|=38.60(86) \times 10^{-3}$, while a fit combining the experimental data with only the lattice QCD $\mathcal{F}(1)$ yields $\left|V_{c b}\right|=39.75(92) \times 10^{-3}$. Similarly, Refs. [10, 11] present analyses based on the BGL expansion, combining the respective lattice form factor results with the new Belle data [64]. The HPQCD collaboration [10] reports $\left|V_{c b}\right|=39.31(74) \times 10^{-3}$, while the JLQCD collaboration [11] reports $\left|V_{c b}\right|=39.19(90) \times 10^{-3}$. All these determinations are consistent with the result presented in Eq. (76.15) as well as with other exclusive determinations, where the HPQCD value needs to be shifted due to their inclusion of the Coulomb factor in $\eta_{E W}$. As noted in Refs. [9-11,64,65], the form factor shapes and $R_{2}(w)$ ratio predicted from FNAL/MILC [9] and HPQCD [10] are in tension with experimental data yielding small $p$-values, while those from JLQCD [11] are not. Furthermore, the $R_{2}(w)$ ratio results from Refs. $[9,10]$ are also in tension with HQET expectations (see, for example, Refs. [30, 32, 33, 67]). These tensions must be understood better in order to improve the precision of $\left|V_{c b}\right|$ extractions. Indeed, ongoing experimental analyses as well as theoretical work may resolve them in the near future.

For this review, we take a naive combination of the results in Table 76.1, assuming minimal correlations between measurements, and correct for the value of $\mathcal{F}(1) \eta_{E W}$. In the future we expect HFLAV to perform a combined global fit analysis. The combination has a $p$-value of $8 \%$. The nominal result for $\left|V_{c b}\right|$ is therefore

$$
\begin{equation*}
\left|V_{c b}\right|=(39.7 \pm 0.7) \times 10^{-3}\left(\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}, \text { LQCD }, \mathrm{BGL}\right), \tag{76.15}
\end{equation*}
$$

where the uncertainty contains contributions from experimental, lattice QCD, and $\eta_{\text {EW }}$ sources. We note that despite the improvements in the experimental data, theoretical inputs, and $\left|V_{c b}\right|$ extraction methods, this new exclusive determination of $\left|V_{c b}\right|$, while higher in central value compared to earlier ones, is still in tension with the inclusive determinations discussed in Section 76.2.5 and summarized in Eq. (76.32).

### 76.2.3 $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$

The differential rate for $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$ is given by

$$
\begin{equation*}
\frac{d \Gamma}{d w}\left(\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}\right)=\frac{G_{F}^{2}}{48 \pi^{3}}\left|V_{c b}\right|^{2}\left(m_{B}+m_{D}\right)^{2} m_{D}^{3}\left(w^{2}-1\right)^{3 / 2}\left(\eta_{\mathrm{EW}} \mathcal{G}(w)\right)^{2} \tag{76.16}
\end{equation*}
$$

The form factor is defined in terms of

$$
\begin{equation*}
\frac{\left\langle D\left(v^{\prime}\right)\right| \bar{c} \gamma^{\mu} b|B(v)\rangle}{\sqrt{m_{B} m_{D}}}=h_{+}(w)\left(v_{B}+v_{D}\right)^{\mu}+h_{-}(w)\left(v_{B}-v_{D}\right)^{\mu} \tag{76.17}
\end{equation*}
$$

and reads

$$
\begin{equation*}
\mathcal{G}(w)=h_{+}(w)-\frac{m_{B}-m_{D}}{m_{B}+m_{D}} h_{-}(w) \tag{76.18}
\end{equation*}
$$

where $h_{+}(1)$ is normalized to unity due to HQS and $h_{-}(1)$ vanishes in the infinite-mass limit. Thus

$$
\begin{equation*}
\mathcal{G}(1)=1+\mathcal{O}\left(\left(\frac{m_{B}-m_{D}}{m_{B}+m_{D}}\right)^{2} \frac{\Lambda_{\mathrm{QCD}}}{m_{c}}\right) \tag{76.19}
\end{equation*}
$$

and the corrections to the HQS prediction are of order $\Lambda_{\mathrm{QCD}} / m_{c}$ in contrast to the case of $\mathcal{F}(1)$. The lattice-QCD result for the normalization, $\mathcal{G}(1)$, obtained in Ref. [7] is

$$
\begin{equation*}
\mathcal{G}(1)=1.054 \pm 0.004 \pm 0.008 \tag{76.20}
\end{equation*}
$$

We first turn to $\left|V_{c b}\right|$ extractions that rely on only the normalization $\mathcal{G}(1)$ from Eq. (76.20). The most precise measurements of $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}[60,68,69]$ dominate the CLN average [6] value, $\eta_{\text {EW }} \mathcal{G}(1)\left|V_{c b}\right|=(41.53 \pm 0.98) \times 10^{-3}$. Note that this average corresponds to measurements that are fit to the CLN form factor parameterization; the same concerns expressed above for $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ apply here. Using the value from Eq. (76.20) for $\mathcal{G}(1)$ and accounting for the electroweak correction as above gives

$$
\begin{equation*}
\left|V_{c b}\right|=(39.1 \pm 0.9 \pm 0.4) \times 10^{-3}\left(\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}, \text { LQCD }, \mathrm{CLN}\right) \tag{76.21}
\end{equation*}
$$

where the first uncertainty is from experiment, and the second combines the lattice QCD uncertainty in Eq. (76.20) with the electroweak correction.

For the $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$ modes, theoretical input on the shape of the form factor, especially near $w \sim$ 1 , is especially beneficial to $\left|V_{c b}\right|$ determinations, since experimental measurements of the differential decays rate near zero recoil are affected by the more severe phase space suppression, compared to the $D^{*}$ case. Hence the best $\left|V_{c b}\right|$ determinations from exclusive $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$ decays employ latticeQCD form factors obtained over a range of $w \geq 1[7,8]$, where Ref. [70] provides a lattice average of the two results. Using the BCL parametrization (z-expansion from Ref. [71]) for the form factors, they can be combined with binned measurements from Belle [69] and BABAR [68]. Only Ref. [69] published the full measurement covariance matrix, while Ref. [68] provides the statistical uncertainty covariance. Nevertheless, Ref. [69] is more precise and dominates the average [70], giving

$$
\begin{equation*}
\left|V_{c b}\right|=(40.1 \pm 1.0) \times 10^{-3} \quad\left(\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}, \mathrm{LQCD}, \mathrm{BCL}\right) . \tag{76.22}
\end{equation*}
$$

This result is consistent with the value reported in Ref. [47], which is based on the same experimental and lattice inputs.

The $\left|V_{c b}\right|$ averages from $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$ decays using the BGL (Eq. (76.15)) and BCL (Eq. (76.22)) forms, respectively, are reasonably consistent. The correlations between the lattice uncertainties for $\bar{B} \rightarrow D^{*} \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow D \ell \bar{\nu}_{\ell}$ are discussed in Ref. [36], and considered to be $100 \%$ for the statistical uncertainty component. We assume an experimental uncertainty correlation of order $20 \%$ and combine the results of Eq. (76.15) and Eq. (76.22), giving

$$
\begin{equation*}
\left.\left|V_{c b}\right|=(39.8 \pm 0.6) \times 10^{-3} \quad \text { (exclusive }\right) . \tag{76.23}
\end{equation*}
$$

76.2.4 $\boldsymbol{B}_{s} \rightarrow \boldsymbol{D}_{s}^{(*)-} \boldsymbol{\mu}^{+} \boldsymbol{\nu}_{\boldsymbol{\mu}}$

Semileptonic decays of $B_{s}$ mesons are being studied extensively by the LHCb experiment. On the theory side, lattice QCD calculations of the corresponding form factors can proceed using the same methods and gauge-field ensembles as for $B$-meson decays. In fact, the presence of a strange spectator quark in the $B_{s}$-meson decay amplitudes tends to yield smaller statistical and systematic errors in the lattice computation. Nevertheless, to-date there are still fewer lattice-QCD results for $B_{s}$-meson form factors available than for the $B$-meson case, but this situation is expected to change. For the case of the $B_{s} \rightarrow D_{s}$ transition, two lattice QCD calculations of the form factors
over a range of recoil momenta have been performed by the HPQCD collaboration, the first on 2+1flavor gauge field ensembles (generated by the MILC collaboration) using NRQCD $b$-quarks [72]. The second calculation uses the $2+1+1$-flavor gauge-field ensembles (also generated by MILC), employing the HISQ action for all valence quarks [73]. The all-HISQ approach avoids the need to compute renormalization factors separately, at the cost of requiring an extrapolation to the physical $b$-quark mass at the lattice spacings used in Ref. [73]. For the $B_{s} \rightarrow D_{s}^{*-}$ transition, Refs. [35, 74] provide lattice QCD results for the form factor at zero recoil, where Ref. [74] uses a similar set-up as Ref. [73] and reads

$$
\begin{equation*}
\mathcal{F}^{B_{s} \rightarrow D_{s}^{*}}(1)=0.9020(96)_{\mathrm{stat}}(90)_{\mathrm{sys}} \tag{76.24}
\end{equation*}
$$

A lattice QCD calculation of the $B_{s} \rightarrow D_{s}^{*-}$ form factors at non-zero recoil, employing 2+1+1-flavor gauge-field ensembles (generated by MILC) in an all-HISQ approach was presented in Ref. [12] and updated in Ref. [10].

LHCb has extracted $\left|V_{c b}\right|$ from semileptonic $B_{s}^{0}$ decays [75]. The measurement uses both $B_{s}^{0} \rightarrow$ $D_{s}^{-} \mu^{+} \nu_{\mu}$ and $B_{s}^{0} \rightarrow D_{s}^{*-} \mu^{+} \nu_{\mu}$ decays. The value of $\left|V_{c b}\right|$ is determined from the observed yields of $B_{s}^{0}$ decays normalized to those of $B^{0}$ decays after correcting for the relative reconstruction and selection efficiencies. The normalization channels are $B^{0} \rightarrow D^{-} \mu^{+} \nu_{\mu}$ and $B^{0} \rightarrow D^{*-} \mu^{+} \nu_{\mu}$ decays, where the $D^{-}$is reconstructed with the same decay mode of the $D_{s}\left(D_{(s)}^{-} \rightarrow\left[K^{+} K^{-}\right]_{\phi} \pi^{-}\right)$. The shape of the form factors are extracted using $p_{\perp}\left(D_{s}\right)$, which is the component of the $D_{s}^{-}$momentum perpendicular to the $B_{s}^{0}$ flight direction. This variable is correlated with $q^{2}$ and the helicity angles in the $B_{s}^{0} \rightarrow D_{s}^{*-} \mu^{+} \nu_{\mu}$ decay. For the $B_{s} \rightarrow D_{s}^{-} \mu^{+} \nu_{\mu}$ decay, for example, $\left|V_{c b}\right|$ is related to the measured ratio of signal yields, $N_{\text {sig }}$, and the normalization channel yields, $N_{\text {ref }}$, through the relation

$$
\frac{N_{s i g}}{N_{r e f}}=\xi \frac{f_{s}}{f_{d}} \frac{\mathcal{B}\left(D_{s}^{-} \rightarrow K^{+} K^{-} \pi^{-}\right)}{\mathcal{B}\left(D^{-} \rightarrow K^{+} K^{-} \pi^{-}\right)} \frac{1}{\mathcal{B}\left(B^{0} \rightarrow D^{-} \mu \nu_{\mu}\right)} \tau_{s} \int \frac{d \Gamma\left(B_{s} \rightarrow D_{s} \mu \nu_{\mu}\right)}{d w} d w
$$

where $\tau_{s}$ is the $B_{s}$ lifetime, and $\xi$ is the efficiency ratio between the signal and the normalization. The analysis uses the lattice-QCD form factors obtained for $B_{s} \rightarrow D_{s}^{-}$over the full kinematic range in Ref. [73] and the zero-recoil result for the $B_{s} \rightarrow D_{s}^{*-}$ form factor from Ref. [74]. Fits to both the CLN parameterization and a 5 -parameter version of BGL were performed. The result for $\left|V_{c b}\right|$, updated with the most recent determination of $f_{s} / f_{d}$ and $\mathcal{B}\left(D_{s}^{-} \rightarrow K^{-} K^{+} \pi^{-}\right)$from Ref. [76], are $\left|V_{c b}\right|_{\mathrm{CLN}}=(40.8 \pm 0.6 \pm 0.9 \pm 1.1) \times 10^{-3}$, and $\left|V_{c b}\right|_{\mathrm{BGL}}=(41.7 \pm 0.8 \pm 0.9 \pm 1.1) \times 10^{-3}$, where the first uncertainty is statistical, the second systematic and the third due to the limited knowledge of the external inputs, in particular the constant $f_{s} / f_{d} \times \mathcal{B}\left(D_{s}^{-} \rightarrow K^{+} K^{-} \pi^{-}\right)$. The determination of $\left|V_{c b}\right|$ in Ref. [12], using the lattice form factors obtained therein combined with LHCb data yields a consistent result, $\left|V_{c b}\right|=42.7(1.5)_{\mathrm{latt}}(1.7)_{\exp }(0.4)_{\mathrm{EM}} \times 10^{-3}$. The results obtained are consistent with the exclusive determinations of $\left|V_{c b}\right|$ using the $B^{0}$ and $B^{+}$decays but are not used in the overall average in this review at this stage. These channels are important in the measurement of the ratio $\left|V_{u b}\right| /\left|V_{c b}\right|$, which cancels out the $B_{s}$ normalisation uncertainties, discussed in Section 76.5. LHCb also perform measurements of the $B_{s}^{0} \rightarrow D_{s}^{*-} \mu^{+} \nu_{\mu}$ differential decay rate [77]. Fits are performed to extract the form factors in CLN and BGL parametrizations.

### 76.2.5 $\left|V_{c b}\right|$ from inclusive decays

Measurements of the total semileptonic branching decay rate, along with moments of the lepton energy and hadronic invariant mass spectra in inclusive semileptonic $b \rightarrow c$ transitions, can be used for a precision determination of $\left|V_{c b}\right|$. The total semileptonic decay rate can be calculated quite reliably in terms of non-perturbative parameters that can be extracted from the information contained in the moments.

### 76.2.6 Inclusive semileptonic rate

The theoretical foundation for the calculation of the total semileptonic rate is the Operator Product Expansion (OPE) which yields the Heavy Quark Expansion (HQE) [78, 79]. Details can be found in the RPP mini-review on Effective Theories [3].

The OPE result for the total rate can be written schematically (details can be found, e.g., in Ref. [80]) as

$$
\begin{align*}
\Gamma=\left|V_{c b}\right|^{2} & \frac{G_{F}^{2} m_{b}^{5}(\mu)}{192 \pi^{3}}\left|\eta_{\mathrm{EW}}\right|^{2} \times \\
& {\left[z_{0}^{(0)}(r)+\frac{\alpha_{s}(\mu)}{\pi} z_{0}^{(1)}(r)+\left(\frac{\alpha_{s}(\mu)}{\pi}\right)^{2} z_{0}^{(2)}(r)+\cdots\right.} \\
& +\frac{\mu_{\pi}^{2}}{m_{b}^{2}}\left(z_{2}^{(0)}(r)+\frac{\alpha_{s}(\mu)}{\pi} z_{2}^{(1)}(r)+\cdots\right) \\
& +\frac{\mu_{G}^{2}}{m_{b}^{2}}\left(y_{2}^{(0)}(r)+\frac{\alpha_{s}(\mu)}{\pi} y_{2}^{(1)}(r)+\cdots\right) \\
& +\frac{\rho_{\mathrm{D}}^{3}}{m_{b}^{3}}\left(z_{3}^{(0)}(r)+\frac{\alpha_{s}(\mu)}{\pi} z_{3}^{(1)}(r)+\cdots\right) \\
& \left.+\frac{\rho_{\mathrm{LS}}^{3}}{m_{b}^{3}}\left(y_{3}^{(0)}(r)+\frac{\alpha_{s}(\mu)}{\pi} y_{3}^{(1)}(r)+\cdots\right)+\ldots\right] \tag{76.25}
\end{align*}
$$

where $r$ is the ratio $m_{c} / m_{b}$ and the $y_{i}$ and $z_{i}$ are perturbatively calculable Wilson coefficients functions that appear at different orders of the heavy mass expansion.

The parameters $\mu_{\pi}^{2}, \mu_{G}^{2}, \rho_{D}^{3}$ and $\rho_{L S}^{3}$ constitute the non-perturbative input into the heavy quark expansion; they correspond to certain matrix elements to be discussed below. In the same way the HQE can be set up for the moments of distributions of charged-lepton energy, hadronic invariant mass and hadronic energy, e.g.

$$
\begin{equation*}
\left\langle E_{e}^{n}\right\rangle_{E_{e}>E_{\mathrm{cut}}}=\int_{E_{\mathrm{cut}}}^{E_{\max }} \frac{d \Gamma}{d E_{e}} E_{e}^{n} d E_{e} / \int_{E_{\mathrm{cut}}}^{E_{\mathrm{max}}} \frac{d \Gamma}{d E_{e}} d E_{e} \tag{76.26}
\end{equation*}
$$

The coefficients of the HQE are known up to order $1 / m_{b}^{5}$ at tree level [81-84]. The leading term $z_{0}^{(i)}$ is the parton model, and is known completely through order $\alpha_{s}^{2}$ [85-87] and now also at $\alpha_{s}^{3}$ [88]. The terms of order $\alpha_{s}^{n+1} \beta_{0}^{n}$ (where $\beta_{0}$ is the first coefficient of the $\mathrm{QCD} \beta$ function, $\beta_{0}=\left(33-2 n_{f}\right) / 3$ ) have been included following the BLM procedure [80, 89-92]. Corrections of order $\alpha_{s} \mu_{\pi}^{2} / m_{b}^{2}$ have been computed in Ref. [93] and Ref. [94], while the $\alpha_{s} \mu_{G}^{2} / m_{b}^{2}$ terms have been calculated in Ref. [95] and Ref. [96], and the $\alpha_{s} \rho_{D}^{3} / m_{b}^{3}$ corrections in Refs. [97, 98].

Starting at order $1 / m_{b}^{3}$ contributions with an infrared sensitivity to the charm mass, $m_{c}$, appear [81, 83, 99, 100]. At order $1 / m_{b}^{3}$ this "intrinsic charm" contribution manifests as a $\log \left(m_{c}\right)$ in the coefficient of the Darwin term $\rho_{D}^{3}$. At higher orders, terms such as $1 / m_{b}^{3} \times 1 / m_{c}^{2}$ and $\alpha_{s}\left(m_{c}\right) 1 / m_{b}^{3} \times$ $1 / m_{c}$ appear; numerically these terms may be comparable in size to the contributions of order $1 / m_{b}^{4}$.

The HQE parameters are given in terms of forward matrix elements of local operators; the parameters entering the expansion for orders up to $1 / m_{b}^{3}$ are $\left(D_{\perp}^{\mu}=\left(g_{\mu \nu}-v_{\mu} v_{\nu}\right) D^{\nu}\right.$, where $v=$
$p_{B} / M_{B}$ is the four-velocity of the $B$ meson)

$$
\begin{align*}
\bar{\Lambda} & =M_{B}-m_{b} \\
\mu_{\pi}^{2} & =-\langle B| \bar{b}\left(i D_{\perp}\right)^{2} b|B\rangle \\
\mu_{G}^{2} & =\langle B| \bar{b}\left(i D_{\perp}^{\mu}\right)\left(i D_{\perp}^{\nu}\right) \sigma_{\mu \nu} b|B\rangle \\
\rho_{\mathrm{D}}^{3} & =\langle B| \bar{b}\left(i D_{\perp \mu}\right)(i v D)\left(i D_{\perp}^{\mu}\right) b|B\rangle \\
\rho_{\mathrm{LS}}^{3} & =\langle B| \bar{b}\left(i D_{\perp}^{\mu}\right)(i v D)\left(i D_{\perp}^{\nu}\right) \sigma_{\mu \nu} b|B\rangle \tag{76.27}
\end{align*}
$$

These parameters still depend on the heavy quark mass. Sometimes the infinite mass limits of these parameters $\bar{\Lambda} \rightarrow \bar{\Lambda}_{\mathrm{HQET}}, \mu_{\pi}^{2} \rightarrow-\lambda_{1}, \mu_{G}^{2} \rightarrow 3 \lambda_{2}, \rho_{D}^{3} \rightarrow \rho_{1}$ and $\rho_{L S}^{3} \rightarrow 3 \rho_{2}$, are used instead. Beyond $1 / m^{3}$ the number of independent HQE parameters starts to proliferate [84,101]. In general, there are 13 parameters (at tree level) up to order $1 / m^{4}$ and 31 (at tree level) up to order $1 / m^{5}$, not including $\bar{\Lambda}$. A framework to compute observables at higher order in $1 / m$ [84, 102] has been used to estimate the HQE parameters of the orders $1 / m_{b}^{4}$ and $1 / m_{b}^{5}$. Their their impact on the $\left|V_{c b}\right|$ determination has been studied in Ref. [103]. However, as pointed out in Ref. [104] one may reduce the number of independent parameters in the HQE by exploiting reparametrization invariance, which is a symmetry of the HQE stemming from Lorentz invariance of QCD. For a subset of observables this allows us to reduce the number of parameters to three up to order $1 / \mathrm{m}^{3}$ ( $\rho_{L S}^{3}$ can be absorbed into $\mu_{G}^{2}$ by a re-definition) and to 8 up to order $1 / m^{4}$ [105].

The perturbative QCD expansion for the decay rate does not converge, in general. In addition, the expansion coefficients in the rates and spectra depend strongly on the scheme used for $m_{b}$ (or equivalently on $\bar{\Lambda}$ ). It is well known (see eg. [106]) that using the pole mass definition for heavy quark masses leads to particularly badly behaved expansions. This motivates the use of "short-distance" mass definitions, such as the kinetic scheme [37] or the $1 S$ scheme [107-109]. Both schemes are well suited for the HQE, since they allow the choice of the renormalization scale $\mu \leq m_{b}$. Furthermore, in both schemes, the masses can be extracted from other observables with sufficient precision, enabling a precise determination of $\left|V_{c b}\right|$, despite of the strong quark-mass dependence of the total rate.

The $1 S$ scheme eliminates the $b$ quark pole mass by relating it to the perturbative expression for the mass of the $1 S$ state of the $\Upsilon$ system. The $b$ quark mass in the $1 S$ scheme is half of the perturbatively calculated mass of the $1 S$ state of the $\Upsilon$ system. The best determination of the $b$ quark mass in the $1 S$ scheme is obtained from sum rules for $e^{+} e^{-} \rightarrow b \bar{b}[110]$. A second alternative is the so-called "kinetic mass" $m_{b}^{\mathrm{kin}}(\mu)$, which enters the non-relativistic expression for the kinetic energy of a heavy quark, and is defined using heavy-quark sum rules [37]. The relation between $m_{b}^{\text {kin }}$ and $m_{b}^{\overline{M S}}$ is known through three-loop order [111].

Finally, we note that the theoretical description of inclusive decays employed here, is based on the assumption of quark-hadron duality. While there is no evidence of violations of quark-hadron duality, the theoretical uncertainties due to such violations are not well quantified [3].

### 76.2.7 Determination of HQE Parameters and $\left|V_{c b}\right|$

Several experiments have measured moments in $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays [112-120] as a function of the minimum lepton momentum. Recently, moments measurements have been performed as a function of lepton invariant mass squared, $q^{2}[121,122]$. The measurements of the moments of the electron energy spectrum $\left(0^{\text {th }}-3^{\text {rd }}\right)$ and of the squared hadronic mass spectrum ( $0^{\text {th }}-2^{\text {nd }}$ ) have statistical uncertainties that are roughly equal to their systematic uncertainties. The $3^{\text {rd }}$ order hadronic mass spectrum moments have also been measured by some experiments, with relatively large statistical uncertainty. The sets of moments measured within each experiment have strong correlations; their
use in a global fit requires fully specified statistical and systematic covariance matrices. Measurements of photon energy moments ( $0^{\text {th }}-2^{\text {nd }}$ ) in $B \rightarrow X_{s} \gamma$ decays [123-127] as a function of the minimum accepted photon energy are also used in some fits; the dominant uncertainties on these measurements are statistical.

Global fits [120, 124, 128-134] to the moments of the electron energy spectrum and the squared hadronic mass spectrum have been performed in the $1 S$ and kinetic schemes. The semileptonic moments alone determine a linear combination of $m_{b}$ and $m_{c}$ very accurately but leave the orthogonal combination poorly determined (See e.g. [135]); additional input is required to allow a precise determination of $m_{b}$. This additional information can come from the radiative $B \rightarrow X_{s} \gamma$ moments (with the caveat that the OPE for $b \rightarrow s \gamma$ breaks down beyond leading order in $\Lambda_{\mathrm{QCD}} / m_{b}$ ), which provide complementary information on $m_{b}$ and $\mu_{\pi}^{2}$, or from precise determinations of the charm and beauty quark masses $[36,70,136]$. The values obtained in the kinetic scheme fits $[6,132,133]$ with these two constraints are consistent. Based on the charm and beauty quark mass constraints [36,134] $m_{c}^{\overline{\mathrm{MS}}}(3 \mathrm{GeV})=0.988 \pm 0.007 \mathrm{GeV}$, and $\left.m_{b}^{\overline{\mathrm{MS}}}=4.198 \pm 0.012\right) \mathrm{GeV}$ a fit in the kinetic scheme [134] obtains

$$
\begin{equation*}
\left|V_{c b}\right|=(42.16 \pm 0.51) \times 10^{-3} \tag{76.28}
\end{equation*}
$$

where the error include experimental and theoretical uncertainties. This analysis [134] includes calculations of the third-order corrections to the semi-leptonic $b \rightarrow c \ell \nu$ decay width [88] and mass relations $[111,137]$ Theoretical uncertainties from higher orders in $1 / m$ as well as in $\alpha_{s}$ are estimated and included in performing the fits. Similar values for the parameters are obtained with a variety of assumptions about the theoretical uncertainties and their correlations. The $\chi^{2} /$ dof is well below unity, which could suggest that the theoretical uncertainties may be overestimated. However, while one could obtain a satisfactory fit with smaller uncertainties, this would result in unrealistically small uncertainties on the extracted HQE parameters, which are used as input to other calculations (e.g. the determination of $\left|V_{u b}\right|$ ).

A fit to the measured moments in the $1 S$ scheme $[6,124,131]$ gives

$$
\begin{align*}
& \left|V_{c b}\right|=(41.98 \pm 0.45) \times 10^{-3},  \tag{76.29}\\
& m_{b}^{1 S}=(4.691 \pm 0.037) \mathrm{GeV} . \tag{76.30}
\end{align*}
$$

This fit uses moments measurements from semileptonic and radiative decays and constrains the chromomagnetic operator using the $B^{*}-B$ and $D^{*}-D$ mass differences, but does not include the constraint on $m_{c}$ nor all known higher order corrections.

Measurements of higher order moments and moments of additional variables, such as $q^{2}$, can further improve the sensitivity of the fits to higher-order terms in the HQE [105]. The $q^{2}$ moments depend on a reduced set of operators, thereby possibly making it easier to extract higher-order terms from data. A fit to the $q^{2}$ moments measured by the Belle [121] and Belle II [122] experiments combined with the world average inclusive branching fractions, finds [138]:

$$
\begin{equation*}
\left|V_{c b}\right|=(41.69 \pm 0.63) \times 10^{-3} \tag{76.31}
\end{equation*}
$$

which is compatible with the fit to the other moments. Note there is a strong correlation with the other determinations due to the use of common inputs for the branching fractions.

These fits give consistent results for $\left|V_{c b}\right|$ and, after translation to a common renormalization scheme, for $m_{b}$. We take the fit in the kinetic scheme [134], which includes higher-order perturbative corrections, as the inclusive determination of $\left|V_{c b}\right|$ :

$$
\begin{equation*}
\left|V_{c b}\right|=(42.2 \pm 0.5) \times 10^{-3} \text { (inclusive) } . \tag{76.32}
\end{equation*}
$$

### 76.3 Determination of $\left|V_{u b}\right|$

Summary: Currently the best determinations of $\left|V_{u b}\right|$ are from $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ decays, where combined fits to theory and experimental data as a function of $q^{2}$ provide a precision of about 4\%; the uncertainties from experiment and theory are comparable in size. Determinations based on inclusive semileptonic $B$ decays are based on different observables and use different strategies to suppress the $b \rightarrow c$ background. Most of the determinations are consistent and provide a precision of about $7 \%$, with comparable contributions to the uncertainty from experiment and theory.

The values obtained from inclusive and exclusive $B$ decay determinations are

$$
\begin{align*}
& \left|V_{u b}\right|=\left(4.13 \pm 0.12_{-0.14}^{+0.13} \pm 0.18\right) \times 10^{-3} \quad \text { (inclusive) },  \tag{76.33}\\
& \left|V_{u b}\right|=(3.70 \pm 0.10 \pm 0.12) \times 10^{-3} \quad \text { (exclusive) }, \tag{76.34}
\end{align*}
$$

where the last uncertainty on the inclusive result was added by the authors of this review and is discussed below. The exclusive and inclusive determinations are independent, and the dominant uncertainties are on multiplicative factors. The results from the two determinations are compatible to within two standard deviations.

This can be compared to the values derived from $\left|V_{u b}\right| /\left|V_{c b}\right|$ ratio measurements, described in the next section. Taking the value for this ratio from Eq. (76.54), and $\left|V_{c b}\right|$ from Eq. (76.3) we obtain.

$$
\begin{equation*}
\left|V_{u b}\right|=(3.43 \pm 0.32) \times 10^{-3} \quad\left(\mathrm{~B}_{\mathrm{s}}, \Lambda_{\mathrm{b}}\right) \tag{76.35}
\end{equation*}
$$

We choose to combine only the direct determinations of $\left|V_{u b}\right|$, based on the inclusive and exclusive $B$ measurements. In the combination they are weighted by their relative errors, where the uncertainties are treated as normally distributed. The resulting average has $p\left(\chi^{2}\right)=15 \%$, so we scale the error by $\sqrt{\chi^{2} / 1}=1.4$ to find

$$
\begin{equation*}
\left|V_{u b}\right|=(3.82 \pm 0.20) \times 10^{-3} \quad(\text { average }) \tag{76.36}
\end{equation*}
$$

In a future update we may consider the constraints in the $\left|V_{u b}\right|-\left|V_{c b}\right|$ plane from the direct determinations together with the $\mathrm{LHCb}\left|V_{u b} /\left|V_{c b}\right|\right.$ results, although the agreement among all inputs is somewhat marginal.

### 76.3.1 $\left|V_{u b}\right|$ from inclusive decays

The theoretical description of inclusive $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays is based on the Heavy Quark Expansion and leads to a predicted total decay rate with uncertainties below $5 \%$ [108, 139]. However, the total decay rate is hard to measure due to the large background from CKM-favored $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ transitions, and hence the theoretical methods differ from the $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ case. For a calculation of the partial decay rate in regions of phase space where $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays are suppressed one cannot use the HQE as for $b \rightarrow c$, rather one needs to introduce non-perturbative distribution functions, the "shape functions" (SF) [140, 141]. Their exact form is not known, but its moments can be related to the HQE parameters known e.g from the $b \rightarrow c$ case.

The shape functions become important when the light-cone momentum component $P_{+} \equiv E_{X}-$ $\left|P_{X}\right|$ is not large compared to $\Lambda_{Q C D}$, as is the case near the endpoint of the $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ lepton spectrum. Partial rates for $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ are predicted and measured in a variety of kinematic regions that differ in their sensitivity to shape-function effects.

At leading order in $1 / m_{b}$ only a single shape function (SF) appears, which is universal for all heavy-to-light transitions $[140,141]$ and can be extracted in $\bar{B} \rightarrow X_{s} \gamma$ decays. At subleading order in $1 / m_{b}$, several shape functions appear [142], along with small "resolved photon contributions"
specific for $\bar{B} \rightarrow X_{s} \gamma[143-145]$, and thus the prescriptions that relate directly the partial rates for $\bar{B} \rightarrow X_{s} \gamma$ and $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays [146-154] are limited to leading order in $1 / m_{b}$.

Existing approaches use parametrizations of the leading SF that respect constraints on the normalization and on the first and second moments, which are given in terms of the HQE parameters $\bar{\Lambda}=M_{B}-m_{b}$ and $\mu_{\pi}^{2}$, respectively. The relations between SF moments and the HQE parameters are known to second order in $\alpha_{s}$ [155]; as a result, measurements of HQE parameters from global fits to $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow X_{s} \gamma$ moments can be used to constrain the SF moments, as well as to provide accurate values of $m_{b}$ and other parameters for use in determining $\left|V_{u b}\right|$. Flexible parametrizations of the SF using orthogonal basis functions [156] or artificial neural networks [157] allow global fits to inclusive $B$ meson decay data [145] that incorporate the known short-distance contributions and renormalization properties of the SF.

HFLAV performs fits on the basis of several approaches, with varying degrees of model dependence. We will consider here the approaches documented in Ref. [158] (BLNP), Ref. [159] (GGOU) and Ref. [160] (DGE).

The triple differential rate in the variables

$$
\begin{equation*}
P_{\ell}=M_{B}-2 E_{\ell}, \quad P_{-}=E_{X}+\left|\vec{P}_{X}\right|, \quad P_{+}=E_{X}-\left|\vec{P}_{X}\right| \tag{76.37}
\end{equation*}
$$

is

$$
\begin{align*}
& \quad \frac{d^{3} \Gamma}{d P_{+} d P_{-} d P_{\ell}}=\frac{G_{F}^{2}\left|V_{u b}\right|^{2}}{16 \pi^{2}}\left(M_{B}-P_{+}\right)  \tag{76.38}\\
& \left\{\left(P_{-}-P_{\ell}\right)\left(M_{B}-P_{-}+P_{\ell}-P_{+}\right) \mathcal{F}_{1}\right. \\
& \left.\quad+\left(M_{B}-P_{-}\right)\left(P_{-}-P_{+}\right) \mathcal{F}_{2}+\left(P_{-}-P_{\ell}\right)\left(P_{\ell}-P_{+}\right) \mathcal{F}_{3}\right\}
\end{align*}
$$

The "structure functions", $\mathcal{F}_{i}$, can be calculated using factorization theorems that have been proven to subleading order in the $1 / m_{b}$ expansion [161].

The BLNP [158] calculation uses these factorization theorems to write the $\mathcal{F}_{i}$ terms as functions of perturbatively calculable hard coefficients and jet functions, which are convolved with the (soft) light-cone distribution functions. The calculation of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ contributions [162,163] is not yet complete and is not included in the $\left|V_{u b}\right|$ determination given below.

The leading order term in the $1 / m_{b}$ expansion of the $\mathcal{F}_{i}$ terms contains a single non-perturbative function and is calculated to subleading order in $\alpha_{s}$, while at subleading order in the $1 / m_{b}$ expansion there are several independent non-perturbative functions that have been calculated only at tree level in the $\alpha_{s}$ expansion.

A distinct approach (GGOU) [159] uses a hard, Wilsonian cut-off that matches the definition of the kinetic mass. The non-perturbative input is similar to what is used in BLNP, but the shape functions are defined differently. In particular, they are defined at finite $m_{b}$ and depend on the lightcone component $k_{+}$of the $b$ quark momentum and on the momentum transfer $q^{2}$ to the leptons. These functions include subleading effects to all orders; as a result they are non-universal, with one shape function corresponding to each structure function in Eq. (76.38). Their $k_{+}$moments can be computed in the OPE.

Going to subleading order in $\alpha_{s}$ requires the definition of a renormalization scheme for the HQE parameters and for the SF . The relation between the moments of the SF and the forward matrix elements of local operators appearing the HQE is plagued by ultraviolet problems and requires additional renormalization. A scheme for improving this behavior was suggested in Refs. [158, 164], which introduce a definition of the quark mass (the so-called shape-function scheme) based on the
first moment of the measured $\bar{B} \rightarrow X_{s} \gamma$ photon energy spectrum. Likewise, the HQE parameters can be defined from measured moments of spectra, corresponding to moments of the SF.

There are various ideas to model the SF, but this requires additional assumptions. One approach (DGE) is the so-called "dressed gluon exponentiation" [160], where the perturbative result is continued into the infrared regime using the renormalon structure obtained in the large $\beta_{0}$ limit, where $\beta_{0}$ has been defined following Eq. (76.25). Other approaches make even stronger assumptions, such as in Ref. [165], which assumes an analytic behavior for the strong coupling in the infrared to perform an extrapolation of perturbation theory.

In order to reduce sensitivity to SF uncertainties, measurements that use a combination of cuts on the leptonic momentum transfer $q^{2}$ and the hadronic invariant mass $m_{X}$, as suggested in Ref. [166, 167], have been made. In general, experimental measurements of $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ into charmdominated regions (in order to reduce SF uncertainties) are sensitive to the modeling of $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays. The measurements quoted below have used a variety of functional forms to parametrize the leading SF; a specific error budget for one determination is quoted in the next section. In no case is the parametrization uncertainty estimated to be more than a $2 \%$ on $\left|V_{u b}\right|$.

Weak Annihilation $[159,168,169]$ (WA) can in principle contribute significantly in the high- $q^{2}$ region of $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays. Estimates based on semileptonic $D_{s}$ decays [100,166,167, 169] lead to a $\sim 2 \%$ uncertainty on the total $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ rate from the $\Upsilon(4 S)$. The $q^{2}$ spectrum of the WA contribution is not well known, but from the OPE it is expected to contribute predominantly at high $q^{2}$. Other theoretical investigations [100, 170, 171], a direct search [172], and $\mathcal{B}\left(B^{0} \rightarrow\right.$ $\left.X_{u} \ell \bar{\nu}\right) / \mathcal{B}\left(B^{+} \rightarrow X_{u} \ell \bar{\nu}\right)$ ratio measurements [173-176] indicate that WA is a small effect, but may become a significant source of uncertainty for $\left|V_{u b}\right|$ measurements that accept only a small fraction of the full $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ phase space.

### 76.3.2 Measurements

We summarize the measurements used in the determination of $\left|V_{u b}\right|$ below. Given the improved precision and more rigorous theoretical interpretation of more recent measurements, determinations [177-180] done with LEP data are not considered in this review.

Inclusive electron momentum measurements [181,182] reconstruct a single charged electron to determine a partial decay rate for $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ near the kinematic endpoint. This results in a selection efficiency of order $50 \%$ and only modest sensitivity to the modeling of detector response. The inclusive electron momentum spectrum from $B \bar{B}$ events, after subtraction of the $e^{+} e^{-} \rightarrow q \bar{q}$ continuum background, is fitted to a model $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ spectrum and several components ( $D \ell \bar{\nu}_{\ell}$, $D^{*} \ell \bar{\nu}_{\ell}, \ldots$ ) of the $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ background; the dominant uncertainties are related to this subtraction and modelling. The decay rate can be cleanly extracted for $E_{e}>2.3 \mathrm{GeV}$, but this is deep in the SF region, where theoretical uncertainties are large. More recent measurements have increased the accessed phase phase. The resulting $\left|V_{u b}\right|$ values for various $E_{e}$ cuts are given in Table 76.2.

The most recent BABAR measurement [183] is based on the inclusive electron spectrum and determines the partial branching fraction and $\left|V_{u b}\right|$ for $E_{e}>0.8 \mathrm{GeV}$. The analysis shows that the partial branching fraction measurements can have signal model dependence when the kinematic acceptance includes regions dominated by $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ background. The model dependence enters primarily through the partial branching fractions, and arises because the signal yield fit has sensitivity to $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays only in regions with good signal to noise.

An untagged "neutrino reconstruction" measurement [184] from BABAR uses a combination [185] of a high-energy electron with a measurement of the missing momentum vector. This allows $\mathrm{S} / \mathrm{B} \sim 0.7$ for $E_{e}>2.0 \mathrm{GeV}$ and a $\approx 5 \%$ selection efficiency, but at the cost of a smaller accepted phase space for $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays and uncertainties associated with the determination of the missing momentum.

The large samples accumulated at the $B$ factories allow studies in which one $B$ meson is fully reconstructed and the recoiling $B$ decays semileptonically [186-189]. The experiments can fully reconstruct a "tag" $B$ candidate in about $0.5 \%(0.3 \%)$ of $B^{+} B^{-}\left(B^{0} \bar{B}^{0}\right)$ events. An electron or muon with center-of-mass momentum above 1.0 GeV is required amongst the charged tracks not assigned to the tag $B$ and the remaining particles are assigned to the $X_{u}$ system. The full set of kinematic properties ( $E_{\ell}, m_{X}, q^{2}$, etc.) are available for studying the semileptonically decaying $B$, making possible selections that accept up to $90 \%$ of the full $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ rate; however, the sensitivity to $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays is still driven by the regions where $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays are suppressed. Despite requirements (e.g. on the square of the missing mass) aimed at rejecting events with additional missing particles, undetected or mis-measured particles from $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decay (e.g., $K_{L}^{0}$ and additional neutrinos) remain an important source of uncertainty.

A recent recoil method measurement of partial branching fractions in three phase-space regions, covering about $31 \%$ to $86 \%$ of the accessible phase space, was performed by Belle [173], where machine learning techniques were used to reduce background levels. The measurement contains substantial decay model updates and supersedes previous measurements from Belle [187,188]. The measurement of the partial branching fraction obtained in the $E_{\ell}^{B}>1 \mathrm{GeV}$ region, the most precise one, is used to obtain $\left|V_{u b}\right|$ [173]. Belle also reports measurements of the background subtracted, and unfolded differential decay spectra in bins of $m_{X}, m_{X}$ and $q^{2}, P_{+}$and $E_{\ell}$ [190] for use in global fit analyses.

Earlier measurements by BABAR [186] were also performed with cuts on $m_{X}, m_{X}$ and $q^{2}$, $P_{+}$and $E_{\ell}$ using the recoil method. In each case the experimental systematic uncertainties have significant contributions from the modeling of $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays and from the detector response to charged particles, photons and neutral hadrons.

To reduce modelling uncertainties associated to $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays a recent Belle tagged measurement [176] uses a novel data driven approach to correct the kinematics and normalisation of this background component, while using less restrictive event selection with higher efficiency than the other recent Belle result. In the analysis the ratio $\left|V_{u b}\right| /\left|V_{c b}\right|$ is directly extracted from inclusive decays for the first time. While a value for $\left|V_{u b}\right|$ is provided here, it is not yet included in the combination.

The corresponding $\left|V_{u b}\right|$ values are given in Table 76.2.

### 76.3.3 $\left|V_{u b}\right|$ from inclusive partial rates

The measured partial rates and theoretical calculations from BLNP, GGOU and DGE described previously are used to determine $\left|V_{u b}\right|$ from all measured partial $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ rates [6]; selected values are given in Table 76.2. The correlations amongst the multiple BABAR recoil-based measurements [186] are fully accounted for in the average. The statistical correlations amongst the other measurements used in the average are small (due to small overlaps among signal events and large differences in S/B ratios) and have been ignored. Correlated systematic and theoretical errors are taken into account, both within an experiment and between experiments. As an illustration of the relative sizes of the uncertainties entering $\left|V_{u b}\right|$ we give the error breakdown for the GGOU average: statistical- $1.3 \%$; experimental- $1.6 \% ; \bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ modeling- $0.9 \% ; \bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ modeling$1.7 \%$; HQE parameters $\left(m_{b}\right)-1.8 \%$; higher-order corrections- $1.5 \% ; q^{2}$ modeling-1.3\%; Weak Annihilation- ${ }_{-1.1}^{+0.0} \%$; SF parametrization- $0.1 \%$.

The averages quoted here are based on the following $m_{b}$ values: $m_{b}^{S F}=4.582 \pm 0.023 \pm 0.018 \mathrm{GeV}$ for BLNP, $m_{b}^{\text {kin }}=4.554 \pm 0.018 \mathrm{GeV}$ for GGOU, and $m_{b}^{\overline{M S}}=4.188 \pm 0.043 \mathrm{GeV}$ for DGE. The $m_{b}^{\text {kin }}$ value is determined in a global fit to moments in the kinetic scheme [6]; this value is translated into $m_{b}^{S F}$ and $m_{b}^{\overline{M S}}$ at fixed order in $\alpha_{s}$. The second uncertainty quoted on $m_{b}$ arises from the scheme translation.

Table 76.2: $\left|V_{u b}\right|$ (in units of $10^{-5}$ ) from inclusive $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ measurements. The first uncertainty on $\left|V_{u b}\right|$ is experimental, while the second includes both theoretical and HQE parameter uncertainties. The values are generally listed in order of increasing kinematic acceptance, $f_{u}$ ( 0.19 to 0.90 ), except for the BABAR $E_{e}>0.8 \mathrm{GeV}$ measurement; those below the horizontal bar are based on recoil methods. The Belle 2023 measurement is not yet included in the combination.

| Ref. | cut (GeV) | BLNP | GGOU | DGE |
| :---: | :---: | :---: | :---: | :---: |
| CLEO [181] | $E_{e}>2.1$ | $422 \pm 49{ }_{-34}^{+29}$ | $423 \pm 49{ }_{-}^{+22}$ | $386 \pm 45{ }_{-27}^{+25}$ |
| BABAR [184] | $E_{e}-q^{2}$ | $471 \pm 32{ }_{-38}^{+33}$ | not available | $435 \pm 29{ }_{-30}^{+28}$ |
| Belle [182] | $E_{e}>1.9$ | $493 \pm 46{ }_{-29}^{+26}$ | $495 \pm 46{ }_{-21}^{+16}$ | $482 \pm 45_{-23}^{+23}$ |
| BABAR [183] | $E_{e}>0.8$ | $441 \pm 12{ }_{-27}^{+27}$ | $396 \pm 10{ }_{-17}^{+17}$ | $385 \pm 11{ }_{-7}^{8}$ |
| BABAR [186] | $\begin{gathered} q^{2}>8 \\ m_{X}<1.7 \end{gathered}$ | $432 \pm 23{ }_{-28}^{+26}$ | $433 \pm 23{ }_{-27}^{+24}$ | $424 \pm 22{ }_{-21}^{+18}$ |
| BABAR [186] | $P_{+}<0.66$ | $409 \pm 25{ }_{-25}^{+25}$ | $425 \pm 26{ }_{-27}^{+26}$ | $417 \pm 25_{-37}^{+28}$ |
| BABAR [186] | $m_{X}<1.7$ | $403 \pm 22{ }_{-22}^{+22}$ | $410 \pm 23_{-17}^{+16}$ | $422 \pm 23{ }_{-27}^{+21}$ |
| BABAR [186] | $E_{\ell}>1.3$ | $433 \pm 24{ }_{-21}^{+19}$ | $444 \pm 24+{ }_{-10}^{9}$ | $445 \pm 24{ }_{-13}^{+12}$ |
| Belle [173] | $E_{\ell}>1$ | $405 \pm 23{ }_{-20}^{+18}$ | $415 \pm 24{ }_{-9}{ }^{8}$ | $416 \pm 24{ }_{-12}^{+11}$ |
| Belle [176] | $E_{\ell}>1$ | $415 \pm 24{ }_{-20}^{+18}$ | $425 \pm 25{ }_{-9}{ }^{8}$ | $426 \pm 25_{-12}^{+11}$ |
| HFLAV [6] | Combination | $428 \pm 13_{-21}^{+20}$ | $419 \pm 12{ }_{-12}^{11}$ | $392 \pm 10{ }_{-10}^{+9}$ |

Hadronization uncertainties also impact the $\left|V_{u b}\right|$ determination. The theoretical expressions are valid at the parton level and do not incorporate any resonant structure (e.g. $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ ); this must be added to the simulated $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ event samples, since the detailed final state multiplicity and structure impacts the estimates of experimental acceptance and efficiency. The experiments have adopted procedures to input resonant structure while preserving the appropriate behavior in the kinematic variables $\left(q^{2}, E_{\ell}, m_{X}\right)$ averaged over the sample, but these prescriptions are ad hoc and ultimately require in situ calibration. The resulting uncertainties have been estimated to be $\sim 1-2 \%$ on $\left|V_{u b}\right|$. A recent inclusive $\left|V_{u b}\right|$ Belle measurement is the first to perform a fit to final state pion multiplicity for in situ calibration of the hadronization models used. The measurement simultaneously extracts inclusive and exclusive $\left|V_{u b}\right|$, with compatible results [191].

All calculations yield compatible $\left|V_{u b}\right|$ values and similar error estimates. The arithmetic mean of the values and errors of the HFLAV combinations listed in Table 76.2 is $\left|V_{u b}\right|=(4.13 \pm$ $0.12_{\exp }{ }_{-0.14}^{+0.13}$ theo $) \times 10^{-3}$, although there is a spread of approximately $10 \%$ in the evaluations with the three theoretical models. For reasons discussed below, we assign an additional uncertainty due to model dependence that is not reflected in the HFLAV averages. As highlighted in the BABAR analysis [173, 183], model dependence entering measurement procedures can be sizeable, and is not consistently treated across analyses. Many of the analyses shown in Table 76.2 were based on partial branching fraction measurements determined in a single model (i.e. the one used by that analysis when simulating $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays), although in some cases simulated events were weighted to match the expected spectra in other models and the differences introduced as systematic uncertainties, e.g. Ref. [188]. The $\left|V_{u b}\right|$ value quoted by HFLAV for each model are, typically, derived from this unique partial branching fraction combined with another model-specific partial rate calculation. The model dependence in the partial branching fraction is sensitive to how the model predictions compare in the restricted region with good signal-to-noise, not by how they compare when integrated over the full kinematic range used in the fit. Ideally this effect needs to be accounted for by the experiments; the published information is insufficient to determine it. To
account for the range in results using the different theoretical models, we take half of the spread of the averages as an additional systematic uncertainty, denoted $\Delta$ model. With this addition, the inclusive $\left|V_{u b}\right|$ average is

$$
\begin{equation*}
\left|V_{u b}\right|=\left(4.13 \pm 0.12_{\exp }{ }_{-0.14}^{+0.13} \text { theo } \pm 0.18_{\Delta \text { model }}\right) \times 10^{-3} \text { (inclusive). } \tag{76.39}
\end{equation*}
$$

### 76.3.4 $\left|V_{u b}\right|$ from exclusive decays

Exclusive charmless semileptonic decays offer a complementary means of determining $\left|V_{u b}\right|$. For the experiments, the specification of the final state provides better background rejection, but the branching fraction to a specific final state is typically only a few percent of that for inclusive decays. For theory, the calculation of the form factors for decays of $B$-mesons into exclusive final states is challenging, but brings in a different set of uncertainties from those encountered in inclusive decays. In this review we focus on $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$, as it is the most promising decay mode for both experiment and theory. However, we also discuss $\bar{B}_{s} \rightarrow K \ell \bar{\nu}_{\ell}$ decays, for which there are recent interesting results. Measurements of other exclusive $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays can be found in Refs. [192-205].

### 76.3.5 $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ form factor calculations

The relevant form factors for the decay $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ are usually defined as

$$
\begin{align*}
& \left\langle\pi\left(p_{\pi}\right)\right| V^{\mu}\left|B\left(p_{B}\right)\right\rangle= \\
& f_{+}\left(q^{2}\right)\left[p_{B}^{\mu}+p_{\pi}^{\mu}-\frac{m_{B}^{2}-m_{\pi}^{2}}{q^{2}} q^{\mu}\right]+f_{0}\left(q^{2}\right) \frac{m_{B}^{2}-m_{\pi}^{2}}{q^{2}} q^{\mu} \tag{76.40}
\end{align*}
$$

in terms of which the rate becomes (in the limit $m_{\ell} \rightarrow 0$ )

$$
\begin{equation*}
\frac{d \Gamma}{d q^{2}}=\frac{G_{F}^{2}\left|V_{u b}\right|^{2}}{24 \pi^{3}}\left|p_{\pi}\right|^{3}\left|f_{+}\left(q^{2}\right)\right|^{2}, \tag{76.41}
\end{equation*}
$$

where $p_{\pi}$ is the pion momentum in the $B$ meson rest frame.
Lattice-QCD calculations of the form factors for the $B \rightarrow \pi \ell \bar{\nu}$ and $B_{s} \rightarrow K \ell \bar{\nu}$ transitions are available from the Fermilab/MILC [206,207], HPQCD [208], RBC/UKQCD [209, 210], and JLQCD [211] collaborations. The lattice form factors are obtained in the large $q^{2}$ region, $q_{\max }^{2}>q^{2} \gtrsim$ $15 \mathrm{GeV}^{2}$ and the calculations differ in actions employed for the $b$ quark. While HPQCD [208] is using lattice-nonrelativistic QCD, the results from Fermilab/MILC [206, 207]and RBC/UKQCD [209] are obtained with relativistic $b$ quark actions based on the Fermilab approach [212], albeit using independently generated gauge-field configurations. The JLQCD collaboration is using all-domain-wall-fermion set-up, The results agree within the quoted errors. For the $B \rightarrow \pi$ form factor $f_{+}\left(q^{2}=20 \mathrm{GeV}^{2}\right)$, Ref. [206] quotes uncertainty of $3.4 \%$, where the leading contribution is due to the chiral-continuum extrapolation fit, which includes statistical and heavy-quark discretization errors.

The extrapolation to small values of $q^{2}$ can be performed using guidance from analyticity and unitarity together with a conformal mapping of the kinematical variables onto the complex unit disc, which yields series in the variable

$$
\begin{equation*}
z=\frac{\sqrt{t_{+}-q^{2}}-\sqrt{t_{+}-t_{0}}}{\sqrt{t_{+}-q^{2}}+\sqrt{t_{+}-t_{0}}}, \tag{76.42}
\end{equation*}
$$

where $t_{ \pm}=\left(M_{B} \pm m_{\pi}\right)^{2}$ and the choice of $t_{0}$ determines the range of $z$ that corresponds to the kinematic range of the decay. Setting $t_{0}=t_{-}$results in $z=0$ when $q^{2}=q_{\max }^{2}$. The choice $t_{0}=\left(m_{B}+m_{\pi}\right) /\left(\sqrt{m_{B}}-\sqrt{m_{\pi}}\right)^{2}$ centers the kinematic range around $z=0$, so that $|z|<0.3$.

We note that the $\bar{B}_{s} \rightarrow K \ell \bar{\nu}_{\ell}$ decay is an example were the implementation of unitarity bounds is complicated by the fact that the location of the cut in the $q^{2}$ plane is different from the $B_{s} K$ threshold, because the cut starts at $B \pi$ production threshold. Modifications of the unitarity constraints in this and similar examples are discussed in Refs. [210, 213-216].

The "BCL" parameterization of Ref. [71] is commonly used for these decays, as it is consistent with the asymptotic scaling $\left(q^{2} \rightarrow \infty\right)$ as well as near threshold, $q^{2}=t_{+}$. As pointed out in Ref. [217] the unitarity sum of the $z$-expansion coefficients for $f_{+}$is expected to be of order $(\Lambda / m)^{3}$, hence yielding a rapidly converging series. We note that relatively small differences in different lattice QCD form factor results can be amplified by a long extrapolation to the low- $q^{2}$ region. However, such extrapolations are not needed, when lattice form factors are combined with experimental measurements of the differential decay rate. The joint fits provide constraints on the shape of the form factor over the entire kinematic range, in addition to enabling precise determinations of $\left|V_{u b}\right|$ [218].

LCSR calculations provide estimates for the product $f_{B} f_{+}\left(q^{2}\right)$, valid in the region $0<q^{2} \lesssim$ 12 GeV . The determination of $f_{+}\left(q^{2}\right)$ itself requires knowledge of the decay constant $f_{B}$, which is usually obtained by replacing $f_{B}$ by its two-point QCD (SVZ) sum rule [219] in terms of perturbative and condensate contributions. The advantage of this procedure is the approximate cancellation of various theoretical uncertainties in the ratio $\left(f_{B} f_{+}\right) /\left(f_{B}\right)$. The LCSR for $f_{B} f_{+}$is based on the light-cone OPE of the relevant vacuum-to-pion correlation function, calculated in full QCD at finite $b$-quark mass. The resulting expressions comprise a triple expansion: in the twist, $t$, of the operators near the light-cone, in $\alpha_{s}$, and in the deviation of the pion distribution amplitudes from their asymptotic form, which is fixed from conformal symmetry. The state-of-the-art calculations include the leading twists two, three and four with full one-loop $\alpha_{s}$ corrections [220,221] and partial two-loop corrections [222]. Higher-twist contributions have been investigated in Ref. [223] and twoparticle higher twist contributions are studied in Ref. [43]. Nevertheless, estimates based on LCSR generally suffer from difficult to quantify systematic uncertainties.

A detailed statistical analysis including the various correlations has been performed in Ref. [224], also including unitarity bounds on the form factor. The results obtained are numerically compatible with the lattice QCD calculations of the form factor. A more recent analysis [225] employs a modified BCL expansion to extrapolate the LCSR form factors obtained at low $q^{2}$ to the high $q^{2}$ region, where good agreement with lattice QCD form factor predictions is found. The LCSR form factors can be combined with experimental data in joint $z$-expansion fits to determine $\left|V_{u b}\right|$.

### 76.3.6 $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ measurements

The $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ measurements fall into two broad classes: untagged, in which case the reconstruction of the missing momentum of the event serves as an estimator for the unseen neutrino, and tagged, in which the second $B$ meson in the event is fully reconstructed in either a hadronic or semileptonic decay mode. The tagged measurements have better $q^{2}$ resolution, high and uniform acceptance and $\mathrm{S} / \mathrm{B}$ as high as 10, but lower statistical power. The untagged measurements have higher background $(\mathrm{S} / \mathrm{B}<1)$ and make slightly more restrictive kinematic cuts, but still provide statistical power precision on the $q^{2}$ dependence of the form factor.

CLEO has analyzed $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow \rho \ell \bar{\nu}_{\ell}$ using an untagged analysis [199-201]. Similar analyses have been done at BABAR [202-205] and Belle [226]. The leading systematic uncertainties in the untagged $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ analyses are associated with modeling the missing momentum reconstruction, with background from $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays and $e^{+} e^{-} \rightarrow q \bar{q}$ continuum events, and with varying the form factor used to model $\bar{B} \rightarrow \rho \ell \bar{\nu}_{\ell}$ decays.

Analyses [194,227] based on reconstructing a $B$ in the $\bar{D}^{(*)} \ell^{+} \nu_{\ell}$ decay mode and looking for a $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ or $\bar{B} \rightarrow \rho \ell \bar{\nu}_{\ell}$ decay amongst the remaining particles in the event make use of the fact
that the $B$ and $\bar{B}$ are back-to-back in the $\Upsilon(4 S)$ frame to construct a discriminant variable that provides a signal-to-noise ratio above unity for all $q^{2}$ bins. A related technique was discussed in Ref. [228]. BABAR [227] and Belle [192] have used their samples of $B$ mesons reconstructed in hadronic decay modes to measure exclusive charmless semileptonic decays, resulting in very clean but smaller samples. The dominant systematic uncertainties in the tagged analyses arise from tag calibration.
$\left|V_{u b}\right|$ can be obtained from the average $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ branching fraction and the measured $q^{2}$ spectrum. Fits to the $q^{2}$ spectrum using a theoretically motivated parametrization (e.g. "BCL" from Ref. [71]) remove most of the model dependence from theoretical uncertainties in the shape of the spectrum. The most sensitive method for determining $\left|V_{u b}\right|$ from $\bar{B} \rightarrow \pi \ell \bar{\nu}_{\ell}$ decays employs a simultaneous fit $[6,206,217,218,229,230]$ to measured experimental partial rates and lattice points versus $q^{2}$ (or $z$ ) to determine $\left|V_{u b}\right|$ and the first few coefficients of the expansion of the form factor in $z$. We quote the result from Ref. [6], which uses as experimental input an average of the measurements in Refs. [192, 202, 205, 226] and an average [231] of the LQCD input from Refs. [206] and [209]. The $p$-value of the $q^{2}$ measurement average is $6 \%$. The average for the total $B^{0} \rightarrow \pi^{-} \ell^{+} \nu_{\ell}$ branching fraction is obtained by summing up the partial branching fractions:

$$
\begin{equation*}
\mathcal{B}\left(B^{0} \rightarrow \pi^{-} \ell^{+} \nu_{\ell}\right)=\left(1.50 \pm 0.02_{\mathrm{stat}} \pm 0.06_{\mathrm{syst}}\right) \times 10^{-4} \tag{76.43}
\end{equation*}
$$

The corresponding value of $\left|V_{u b}\right|$ with this approach is found to be

$$
\begin{equation*}
\left|V_{u b}\right|=(3.70 \pm 0.10 \pm 0.12) \times 10^{-3} \quad(\text { exclusive }) \tag{76.44}
\end{equation*}
$$

where the first uncertainty is experimental and the second is from theory. A consistent result for $\left|V_{u b}\right|$ was reported in Ref. [36], which uses the same experimental and lattice-QCD inputs. Adding additional constraints using input from LCSR [222] gives [6] $\left|V_{u b}\right|=(3.67 \pm 0.09 \pm 0.12) \times$ $10^{-3}$ (exclusive, LQCD+LCSR). Other recent LCSR estimates [225, 232] have been used to obtain consistent results for $\left|V_{u b}\right|$, albeit with slightly higher central values. Ref. [232] also presents results for $\left|V_{u b}\right|$ from joint fits that exclude some of the experimental data in order to bring the exclusive values into agreement with the inclusive ones.
76.3.7 $\bar{B}_{s} \rightarrow K \ell \bar{\nu}_{\ell}$

The LHCb experiment have conducted the first observation of the decay $B_{s}^{0} \rightarrow K^{-} \mu^{+} \nu_{\mu}$ and the measurements of its branching fraction normalised to the $B_{s}^{0} \rightarrow D_{s}^{-} \mu^{+} \nu_{\mu}$ decays [233]. The measurement has been performed in two bins of $q^{2}$, derived using the $B_{s}^{0}$ flight direction and the known $B_{s}^{0}$ mass. The analysis uses a BDT classifier to suppress semileptonic $b$-hadron background. The results of the partial branching fractions have been translated into measurements of $\left|V_{u b}\right| /\left|V_{c b}\right|$ using form factor calculations from LCSR for $q^{2}<7 \mathrm{GeV}^{2}$ [234], and a recent LQCD calculation for $q^{2}>7 \mathrm{GeV}^{2}[207]$. The results are

$$
\begin{align*}
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.0607 \pm 0.0021 \pm 0.0030, q^{2}<7 \mathrm{GeV}^{2}  \tag{76.45}\\
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.0946 \pm 0.0041 \pm 0.0068, q^{2}>7 \mathrm{GeV}^{2} \tag{76.46}
\end{align*}
$$

where the first uncertainties include also experimental and external input sources, and the latter are due to the form factor calculations. The sizeable discrepancy between the values of $\left|V_{u b}\right| /\left|V_{c b}\right|$ for the low and high $q^{2}$, requires further theoretical and experimental investigation. On the theory side, FLAG [36] perform a joint $z$-fit to the lattice QCD results in Refs. [207-209], with error inflation to account for the tensions between lattice results for $f_{0}$. They then use the form factors for $\bar{B}_{s} \rightarrow K \ell \bar{\nu}_{\ell}$ and $\bar{B}_{s} \rightarrow D_{s}^{*} \ell \bar{\nu}_{\ell}$ to determine the ratio $\left|V_{u b}\right| /\left|V_{c b}\right|$ in combination with the LHCb
measurements in the high- and low- $q^{2}$ regions, finding good agreement between the two:

$$
\begin{align*}
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.0819 \pm 0.0029 \pm 0.0072, q^{2}<7 \mathrm{GeV}^{2}  \tag{76.47}\\
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.0860 \pm 0.0038 \pm 0.0037, q^{2}>7 \mathrm{GeV}^{2} \tag{76.48}
\end{align*}
$$

While the experimental measurement has higher purity in the low $q^{2}$ region, the lattice QCD form factors are constrained more reliably in high $-q^{2}$ region. RBC/UKQCD recently presented in Ref. [210] an update of their previous calculation. They studied the effect of different strategies for obtaining the form factors $f_{+, 0}$ in the continuum limit, finding sizeable differences for $f_{0}$, but not $f_{+}$. This issue needs to be studied further. In particular, such differences were not seen in a similar study, albeit for $D$-meson decay form factors [235]. However, the resulting effect on $\left|V_{u b}\right| /\left|V_{c b}\right|$ is relatively small, as the $f_{0}$ form factor enters the determination only via the kinematic constraint at $q^{2}=0$. A very recent analysis in Ref. [236] combines the lattice QCD form factors from Refs. [208, 210] with the LHCb data in $\left|V_{u b}\right| /\left|V_{c b}\right|$ determinations that are compatible with Eq. (76.48). When they combine their updated LCSR results with the low- $q^{2}$ LHCb data, they find $\left|V_{u b}\right| /\left|V_{c b}\right|=$ $0.057 \pm 0.005$, compatible with Eq. (76.45), and hence also in tension with Eq. (76.48). Experimental measurements of the differential rates in smaller bins would provide valuable shape constraints and additional compatibility tests, improving the reliability of the $\left|V_{u b}\right| /\left|V_{c b}\right|$ determinations by reducing the need for extrapolations of form factors.

### 76.4 Semileptonic $b$-baryon decays

Summary: A significant sample of $\Lambda_{b}^{0}$ baryons is available at the LHCb experiment, and methods have been developed to study their semileptonic decays. Both $\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}$ and $\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+} \mu \bar{\nu}$ decays have been measured at LHCb , and the ratio of branching fractions to these two decay modes is used to determine the ratio $\left|V_{u b} / V_{c b}\right|$.

### 76.4.1 $\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+} \mu \bar{\nu}$ and $\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}$

The $\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+}$and $\Lambda_{b}^{0} \rightarrow p$ semileptonic transitions are described in terms of six form factors each. The three form factors corresponding to the vector current can be defined as [237]

$$
\begin{align*}
& \left\langle F\left(p^{\prime}, s^{\prime}\right)\right| \bar{q} \gamma_{\mu} b\left|\Lambda_{b}^{0}(p, s)\right\rangle=\bar{u}_{F}\left(p^{\prime}, s^{\prime}\right)\left\{f_{0}\left(q^{2}\right)\left(M_{\Lambda_{b}^{0}}-m_{F}\right) \frac{q_{\mu}}{q^{2}}\right. \\
& \quad+f_{+}\left(q^{2}\right) \frac{M_{\Lambda_{b}^{0}}+m_{F}}{s_{+}}\left(p_{\mu}+p_{\mu}^{\prime}-\frac{q_{\mu}}{q^{2}}\left(M_{\Lambda_{b}^{0}}^{2}-m_{F}^{2}\right)\right) \\
& \left.\quad+f_{\perp}\left(q^{2}\right)\left(\gamma_{\mu}-\frac{2 m_{F}}{s_{+}} p_{\mu}-\frac{2 M_{\Lambda_{b}^{0}}}{s_{+}} p_{\mu}^{\prime}\right)\right\} u_{\Lambda_{b}^{0}}(p, s) \tag{76.49}
\end{align*}
$$

where $F=p$ or $\Lambda_{c}^{+}$and where we define $s_{ \pm}=\left(M_{\Lambda_{b}^{0}} \pm m_{F}\right)^{2}-q^{2}$. At vanishing momentum transfer, $q^{2} \rightarrow 0$, the kinematic constraint $f_{0}(0)=f_{+}(0)$ holds. The form factors are defined in such a way that they correspond to time-like (scalar), longitudinal and transverse polarization with respect to the momentum-transfer $q^{\mu}$ for $f_{0}, f_{+}$and $f_{\perp}$, respectively. Likewise, the expression for the
axial-vector current is

$$
\begin{align*}
& \left\langle F\left(p^{\prime}, s^{\prime}\right)\right| \bar{q} \gamma_{\mu} \gamma_{5} b\left|\Lambda_{b}^{0}(p, s)\right\rangle= \\
& \quad-\bar{u}_{F}\left(p^{\prime}, s^{\prime}\right) \gamma_{5}\left\{g_{0}\left(q^{2}\right)\left(M_{\Lambda_{b}^{0}}+m_{F}\right) \frac{q_{\mu}}{q^{2}}\right. \\
& \quad+g_{+}\left(q^{2}\right) \frac{M_{\Lambda_{b}^{0}}-m_{F}}{s_{-}}\left(p_{\mu}+p_{\mu}^{\prime}-\frac{q_{\mu}}{q^{2}}\left(M_{\Lambda_{b}^{0}}^{2}-m_{F}^{2}\right)\right) \\
& \left.\quad+g_{\perp}\left(q^{2}\right)\left(\gamma_{\mu}+\frac{2 m_{F}}{s_{-}} p_{\mu}-\frac{2 M_{\Lambda_{b}^{0}}}{s_{-}} p_{\mu}^{\prime}\right)\right\} u_{\Lambda_{b}^{0}}(p, s) \tag{76.50}
\end{align*}
$$

with the kinematic constraint $g_{0}(0)=g_{+}(0)$ at $q^{2} \rightarrow 0$.
In the heavy-quark limit, where both the $b$ and $c$ quarks are treated as heavy, all the form factors reduce to the Isgur Wise function $\xi_{B}$ for baryons [237]:

$$
\begin{equation*}
f_{0}=f_{+}=f_{\perp}=g_{0}=g_{+}=g_{\perp}=\xi_{B} \tag{76.51}
\end{equation*}
$$

With a light baryon in the final state, the form factors are related through the heavy quark symmetries of the $\Lambda_{b}^{0}$, reducing the the number of independent form factors to two. It should be noted that the differential $\Lambda_{b}^{0} \rightarrow\left(p / \Lambda_{c}^{+}\right) \mu \bar{\nu}$ decay rates peak at high $q^{2}$, so that the kinematic regions where both lattice QCD calculations and experimental measurements are precise are well matched.

The form factors for $\Lambda_{b}^{0}$ decays have been studied with lattice QCD [238]. Based on these results the differential rates for both $\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+} \mu \bar{\nu}$ as well as for $\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}$ can be predicted in the full phase space. In particular, for the experimentally interesting region they find the ratio of decay rates to be [238]

$$
\begin{equation*}
\frac{\mathcal{B}\left(\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}\right)_{q^{2}>15 \mathrm{GeV}^{2}}}{\mathcal{B}\left(\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+} \mu \bar{\nu}\right)_{q^{2}>7 \mathrm{GeV}^{2}}}=(1.471 \pm 0.095 \pm 0.109)\left|\frac{V_{u b}}{V_{c b}}\right|^{2} \tag{76.52}
\end{equation*}
$$

where the first uncertainty is statistical and the second, systematic.

### 76.4.2 Measurements at LHCb

The LHCb experiment has measured the branching fractions of the semileptonic decays $\Lambda_{b}^{0} \rightarrow$ $\Lambda_{c}^{+} \mu \bar{\nu}$ and $\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}$, from which they determine $\left|V_{u b}\right| /\left|V_{c b}\right|$. This is the first such determination at a hadron collider, the first to use a baryon decay, and the first observation of $\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}$. Excellent vertex resolution allows the $p \mu$ and production vertices to be separated, which permits the calculation of the transverse momentum $p_{\perp}$ of the $p \mu$ pair relative to the $\Lambda_{b}^{0}$ flight direction. The corrected mass, $m_{\text {corr }}=\sqrt{p_{\perp}^{2}+m_{p \mu}^{2}}+p_{\perp}$, peaks at the $\Lambda_{b}^{0}$ mass for signal decays and provides good discrimination against background combinations. The topologically similar decay $\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+} \mu \bar{\nu}$ is also measured, which eliminates the need to know the production cross-section or absolute efficiencies. Using vertex and $\Lambda_{b}^{0}$ mass constraints, $q^{2}$ can be determined up to a two-fold ambiguity. The LHCb analysis requires both solutions to be in the high $q^{2}$ region to minimise contamination from the low $q^{2}$ region. Their result [239], rescaled [6] to take into account the recent branching fraction measurement $[240] \mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K^{-} \pi^{+}\right)=(6.28 \pm 0.32) \%$, is

$$
\begin{equation*}
\frac{\mathcal{B}\left(\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}\right)_{q^{2}>15 \mathrm{GeV}^{2}}}{\mathcal{B}\left(\Lambda_{b}^{0} \rightarrow \Lambda_{c}^{+} \mu \bar{\nu}\right)_{q^{2}>7 \mathrm{GeV}^{2}}}=(0.92 \pm 0.04 \pm 0.07) \times 10^{-2} \tag{76.53}
\end{equation*}
$$

The largest systematic uncertainty is from the measured $\mathcal{B}\left(\Lambda_{c}^{+} \rightarrow p K^{-} \pi^{+}\right)$; uncertainties due to trigger, tracking and the $\Lambda_{c}^{+}$selection efficiency are each about $3 \%$.

A LHCb analysis [241] measures the normalized $q^{2}$ spectrum and finds good agreement with the shape calculated with lattice QCD [238].

The decay rate for $\Lambda_{b}^{0} \rightarrow p \mu \bar{\nu}$ peaks at high $q^{2}$ where the calculation of the associated form factors using lattice QCD is under good control. Using the measured ratio from Eq. (76.53) along with the calculated ratio from Ref. [238] (see Eq. (76.52)) results in [6]

$$
\begin{equation*}
\left|V_{u b}\right| /\left|V_{c b}\right|=0.079 \pm 0.004 \pm 0.004\left(\Lambda_{b}\right) \tag{76.54}
\end{equation*}
$$

where the first uncertainty is experimental and the second is from the LQCD calculation.

### 76.5 The ratio $\left|V_{u b}\right| /\left|V_{c b}\right|$

The ratio of matrix elements, $\left|V_{u b}\right| /\left|V_{c b}\right|$, is often required when testing the compatibility of a set of measurements with theoretical predictions. It can be determined from the ratio of branching fractions and has been directly measured by the LHCb (quoted in the previous sections) and Belle experiments. It can also be calculated based on the $\left|V_{u b}\right|$ and $\left|V_{c b}\right|$ values quoted earlier in this review.

The average of the LHCb results extracted at high $q^{2}$ from $B_{s}$ and $\Lambda_{b}$ decays, taken to be uncorrelated, is

$$
\begin{equation*}
\left|V_{u b}\right| /\left|V_{c b}\right|=0.083 \pm 0.004 \quad\left(\Lambda_{b}, B_{s}\right) \tag{76.55}
\end{equation*}
$$

The first direct extraction of this ratio from inclusive $B$ decays was recently performed by Belle [176]. Belle measures the ratio of $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ and $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ branching fractions with a lepton energy threshold of 1.0 GeV . The partial decay widths, omitting the CKM factors, are taken from BLNP and GGOU for $\left|V_{u b}\right|$ and the kinetic scheme for $\left|V_{c b}\right|$ to extract the ratio of CKM factors. The results are found to be

$$
\begin{align*}
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.097 \pm 0.008 \quad(\mathrm{BLNP})  \tag{76.56}\\
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.100 \pm 0.006 \quad(\mathrm{GGOU}) \tag{76.57}
\end{align*}
$$

These values are in excellent agreement with $\left|V_{u b}\right| /\left|V_{c b}\right|$ from independent inclusive determinations, given below, but involve non-zero correlations in both the theoretical and experimental uncertainties. We will therefore leave it out of the combination for this edition.

Given the similarities in the theoretical frameworks used for charmed and charmless decays, we choose to also quote separate ratios of $\left|V_{u b}\right| /\left|V_{c b}\right|$ for inclusive and exclusive $B$ decays, as discussed earlier:

$$
\begin{align*}
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.098 \pm 0.006 \quad \text { (inclusive) }  \tag{76.58}\\
& \left|V_{u b}\right| /\left|V_{c b}\right|=0.093 \pm 0.004 \quad \text { (exclusive) } \tag{76.59}
\end{align*}
$$

The respective determinations of $\left|V_{u b}\right|$ and $\left|V_{c b}\right|$ are taken to be uncorrelated in the ratio, although there could be some small cancellations of the uncertainties in both the experimental and the theoretical input. We average the $B$ decay values, along with the $B_{s}$ and baryonic result in Eq. (76.55), weighting by relative errors to find

$$
\begin{equation*}
\left|V_{u b}\right| /\left|V_{c b}\right|=0.089 \pm 0.005 \quad \text { (average) } \tag{76.60}
\end{equation*}
$$

where the uncertainty has been scaled by a factor $\sqrt{\chi^{2} / 2}=1.6$.

### 76.6 Lepton flavour universality violation

### 76.6.1 Semitauonic decays

Summary: Semileptonic decays to third-generation leptons provide sensitivity to non-Standard Model amplitudes, such as from a charged Higgs boson [242-245] and from leptoquarks [246-252]. The ratios of branching fractions of semileptonic decays involving tau leptons to those involving $\ell=e / \mu, R\left(D^{(*)}\right) \equiv \mathcal{B}\left(\bar{B} \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}\right) / \mathcal{B}\left(\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}\right)$, are predicted with good precision and consistency in the Standard Model [7-11, 27, 28, 30, 47, 48], using a variety of different strategies. Because this ratio is independent of $\left|V_{c b}\right|$, it can, in principle, be computed entirely from within the Standard Model, without using experimental decay rate data. For example, in Refs. [7,9] the lattice-QCD only ratios are obtained as:

$$
\begin{align*}
R(D)^{\mathrm{LQCD}, \mathrm{FNAL}-\mathrm{MILC}} & =0.284 \pm 0.014 \\
R\left(D^{*}\right)^{\mathrm{LQCD}, \mathrm{FNAL}-\mathrm{MILC}} & =0.265 \pm 0.013 \tag{76.61}
\end{align*}
$$

Without constraints from experimental data at large recoil, such SM-theory only evaluations tend to be less precise than those obtained from joint fits that employ experimental data as well as Standard-Model theory inputs (lattice-QCD form factors, HQET constraints, etc.). Other recent lattice-QCD only results are found in Refs. [10,11]. Here we use an average of Refs. [27,28, 47, 48, 253] for $R(D)$ and Refs. $[27,28,30,63,253]$ for $R\left(D^{*}\right)$.

$$
\begin{align*}
R(D)^{\mathrm{SM}+\operatorname{Exp}} & =0.298 \pm 0.004 \\
R\left(D^{*}\right)^{\mathrm{LQCD}+\operatorname{Exp}} & =0.254 \pm 0.005 \tag{76.62}
\end{align*}
$$

These use various combinations of experimental data, lattice-QCD form factor inputs, HQET constraints, and LCSR estimates and are consistent with the values quoted above.

Measurements [254-261], of these ratios yield higher values; averaging $B$-tagged measurements of $R(D)$ and $R\left(D^{*}\right)$ at the $\Upsilon(4 S)$ and at LHCb yields [6]

$$
\begin{align*}
R(D)^{\text {meas }} & =0.357 \pm 0.029 \\
R\left(D^{*}\right)^{\text {meas }} & =0.284 \pm 0.012 \tag{76.63}
\end{align*}
$$

with a linear correlation of -0.37 . These values exceed the Standard Model predictions of Eq. (76.62) by $2.0 \sigma$ and $2.2 \sigma$, respectively. A variety of new physics models have been proposed to explain this excess, see eg. Refs. [242-249] as well as reviews in Refs. [262-264].

### 76.6.2 Sensitivity of $\bar{B} \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}$ to additional amplitudes

In addition to the helicity amplitudes present for decays to $e \bar{\nu}_{e}$ and $\mu \bar{\nu}_{\mu}$, decays proceeding through $\tau \bar{\nu}_{\tau}$ include a scalar amplitude $H_{s}$. The differential decay rate is given by [265]

$$
\begin{equation*}
\frac{d \Gamma}{d q^{2}}=\frac{G_{F}^{2}\left|V_{c b}\right|^{2}\left|\mathbf{p}_{D^{(*)}}^{*}\right| q^{2}}{96 \pi^{3} m_{B}^{2}}\left(1-\frac{m_{\tau}^{2}}{q^{2}}\right)^{2}\left[\left(\left|H_{+}\right|^{2}+\left|H_{-}\right|^{2}+\left|H_{0}\right|^{2}\right)\left(1+\frac{m_{\tau}^{2}}{2 q^{2}}\right)+\frac{3 m_{\tau}^{2}}{2 q^{2}}\left|H_{s}\right|^{2}\right] \tag{76.64}
\end{equation*}
$$

where $\left|\mathbf{p}_{D^{(*)}}^{*}\right|$ is the 3 -momentum of the $D^{(*)}$ in the $\bar{B}$ rest frame and the helicity amplitudes $H$ depend on the four-momentum transfer $q^{2}$. All four helicity amplitudes contribute to $\bar{B} \rightarrow$ $D^{*} \tau \bar{\nu}_{\tau}$, while only $H_{0}$ and $H_{s}$ contribute to $\bar{B} \rightarrow D \tau \bar{\nu}_{\tau}$; as a result, new physics contributions can produce larger effects in the latter mode. Semi-leptonic $B$ decays into a $\tau$ lepton provide a
stringent test of the two-Higgs doublet model of type II (2HDMII), i.e. where the two Higgs doublets couple separately to up- and down-type quarks. The distinct feature of the 2HDMII is that the contributions of the charged scalars scale as $m_{\tau}^{2} / m_{H^{+}}^{2}$, since the couplings to the charged Higgs particles are proportional to the mass of the lepton. As a consequence, one may expect visible effects in decays into a $\tau$, but only small effects for decays into $e$ and $\mu$. The present data disfavors the 2HDMII, see below.

### 76.6.3 Measurement of $\boldsymbol{R}\left(\boldsymbol{D}^{(*)}\right)$

$\bar{B} \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}$ decays have been studied at the $\Upsilon(4 S)$ resonance and in $p p$ collisions. At the $\Upsilon(4 S)$, the majority of experimental measurements are based on signatures that consist of a $D$ or $D^{*}$ meson, an electron or muon (denoted here by $\ell$ ) from the decay $\tau \rightarrow \ell \nu_{\tau} \bar{\nu}_{\ell}$, a fully-reconstructed decay of the second $B$ meson in the event, and multiple missing neutrinos. One analysis reconstructs the $\tau$ in a hadronic mode. The analyses that use hadronic $B$ tags separate signal decays from $\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}$ decays using the lepton momentum and the measured missing mass squared; decays with only a single missing neutrino peak sharply at zero in this variable, while the signal is spread out to positive values. When a semileptonic $B$ tag is used, the discrimination between signal and $\bar{B} \rightarrow D^{(*)} \ell \bar{\nu}_{\ell}$ decays comes from the calorimeter energy that is not associated with any particle used in the reconstruction of the $B$ meson candidates, the measured missing mass squared and the cosine of the angle between the $D^{*} \ell$ system and its parent $B$ meson, which is calculated under the assumption that only one particle (a neutrino) is missing. In both these approaches, background from $\bar{B} \rightarrow D^{* *} \ell \bar{\nu}_{\ell}$ decays with one or more unreconstructed particles is challenging to separate from signal, as is background from $\bar{B} \rightarrow D^{(*)} H_{\bar{c}} X$ (where $H_{\bar{c}}$ is a hadron containing a $\bar{c}$ quark) decays. The leading sources of systematic uncertainty are due to the limited size of simulation samples used in constructing the PDFs, the composition of the $D^{* *}$ states, efficiency corrections, and cross-feed (swapping soft particles between the signal and tag $B$ ).

The most precise measurement from Belle [258] uses semileptonic $B$ tags and leptonic $\tau$ decays to simultaneously measure $R\left(D^{*}\right)$ and $R(D)$. The measurement combines results from charged and neutral $B$ decays for both $R\left(D^{*}\right)$ and $R(D)$, and is compatible with the Standard Model expectation to approximately $1 \sigma$. The first result from Belle II [259] uses a hadronic tag to measure $R\left(D^{*}\right)$ in $\bar{B} \rightarrow D^{*} \tau^{-} \bar{\nu}_{\tau}$ decays with a $189 \mathrm{fb}^{-1}$ dataset. The statistical power of the Belle II dataset has been found to outperform that of Belle in this channel.

In addition to the ratio measurements, the Belle experiment has performed polarization measurements of the $\tau[257]$ and $D^{*}[266]$ respectively. The $\tau$ polarization measurement uses hadronic $B$ tags and $\tau^{-}$decays to $\pi^{-} \nu_{\tau}$ or $\rho^{-} \nu_{\tau}$. The main discriminant variables are the measured missing mass squared and the unassociated calorimeter energy. This measurement provides the first determination of the $\tau$ polarization in the $\bar{B} \rightarrow D^{*} \tau \bar{\nu}_{\tau}$ decay, $\mathcal{P}_{\tau}\left(D^{*}\right)=-0.38 \pm 0.51{ }_{-0.16}^{+0.21}$, compatible with the Standard Model expectation [30], $\mathcal{P}_{\tau}\left(D^{*}\right)=-0.476_{-0.034}^{+0.037}$.

The main uncertainties on the $R\left(D^{*}\right)$ measurement come from the composition of the hadronic $B$ background and from modeling of semileptonic $B$ decays and mis-reconstructed $D^{*}$ mesons. The $D^{*}$ polarization measurement uses an inclusive tag approach based on Refs. [267, 268], and reconstructs the $\tau$ decays in $\ell \nu_{\tau} \bar{\nu}_{\ell}$ and $\pi^{+} \bar{\nu}_{\tau}$ channels. The main discriminant variables are $X_{\text {miss }}$, a quantity that approximates missing mass but does not depend on tag $B$ reconstruction, the visible energy of the event, and the beam-energy constrained mass, $M_{\mathrm{bc}}$, of the inclusively reconstructed tag side $B$. This measurement provides the first determination of the $D^{*}$ longitudinal polarization fraction in the $\bar{B} \rightarrow D^{*} \tau \bar{\nu}_{\tau}$ decay, $\mathcal{F}_{L}\left(D^{*}\right)=-0.38 \pm 0.60{ }_{-0.04}^{+0.08}$, compatible with the Standard Model expectation [269] within 1.7 $\sigma$.

The LHCb experiment has performed a simultaneous analysis of $R\left(D^{*}\right)$ and $R(D)$ where $\tau \rightarrow$ $\mu \nu_{\tau} \bar{\nu}_{\mu}$. The reconstructed decay modes are $\bar{B}^{0} \rightarrow D^{*+} \tau^{-} \bar{\nu}_{\tau}$ with $D^{*+} \rightarrow D^{0} \pi^{+}, B^{-} \rightarrow D^{* 0} \tau^{-} \bar{\nu}_{\tau}$
with $D^{* 0} \rightarrow D^{0} \pi^{0}$ and $D^{* 0} \rightarrow D^{0} \pi^{0}$, and $B^{-} \rightarrow D^{0} \tau^{-} \bar{\nu}_{\tau}$. Their analysis [261] takes advantage of the measurable flight lengths of $b$ and $c$ hadrons and $\tau$ leptons. A multivariate discriminant is used to select decays where no additional charged particles are consistent with coming from the signal decay vertices. The separation between the primary and $B$ decay vertices is used to calculate the momentum of the $B$ decay products transverse to the $B$ flight direction. The longitudinal component of the $B$ momentum can be estimated based on the visible decay products; this allows a determination of the $B$ rest frame, with modest resolution, and enables the calculation of similar discrimination variables to those available at the $e^{+} e^{-} B$ factories. The (rest frame) muon energy, missing mass-squared and $q^{2}$ are used in a $3-d$ fit.

A complementary LHCb result [260] on $R\left(D^{*}\right)$ uses three-prong $\tau$ decays that take advantage of their excellent vertex resolution to isolate the $\tau$ decay from hadronic background. A 3- $d$ fit is performed to determine the signal yield, based on the $\tau-\nu_{\tau}$ pair $q^{2}$, the $\tau$ lifetime, as well as a boosted decision tree classifier based on isolation, invariant mass and flight distance information. The leading sources of systematic uncertainty are due to the size of the simulation sample used in constructing the fit templates, uncertainties in modelling the background from hadronic $\bar{B} \rightarrow$ $D^{(*)} H_{\bar{c}} X$ decays, as well as reconstruction and trigger effects. The result is normalized to $B^{0} \rightarrow$ $D^{*-} \pi^{+} \pi^{-} \pi^{+}$and found to be $1 \sigma$ from the Standard Model expectation (using the expectation value quoted here). An analogous measurement of $B_{c} \rightarrow J / \psi \tau \bar{\nu}_{\tau}$ was performed by the LHCb measurement [270], in leptonic $\tau$ decays. The result, $R(J / \psi)=0.71 \pm 0.17 \pm 0.18$, while relatively high is compatible to within $2 \sigma$ of a recent Standard Model evaluation [271] based on a lattticeQCD calculation [272] of the form factors. Systematic uncertainties are dominated by form factors, as $B_{c}$ decays are relatively unexplored.

Measurements from BABAR [254, 255], Belle [256-258], Belle II [259] and LHCb [260, 261] result in values for $R(D)$ and $R\left(D^{*}\right)$ that exceed Standard Model predictions. Table 76.3 lists these values and their average. The simultaneous measurements of $R(D)$ and $R\left(D^{*}\right)$ have linear correlation coefficients of -0.27 (BABAR [254,255]), -0.49 (Belle hadronic tag [256]), -0.51 (Belle semileptonic tag [258]), and 0.43 ( $\mathrm{LHCb} \tau^{-} \rightarrow \mu^{-} \nu_{\tau} \bar{\nu}_{\mu}$ ); the $R(D)$ and $R\left(D^{*}\right)$ averages have a correlation of -0.40 . Two early untagged Belle measurements [267, 268] are subject to larger systematic uncertainties, with a breakdown of the respective contributions that is inconsistent with the more recent determinations, hence they cannot be reliably combined in the average. All three experiments assume the Standard Model kinematic distributions for $\bar{B} \rightarrow D^{(*)} \tau \bar{\nu}_{\tau}$ in their determinations of the branching fraction ratios.

Table 76.3: Measurements of $R(D)$ and $R\left(D^{*}\right)$, their correlations, $\rho$, and the combined averages [6].

|  |  | $R(D) \times 10^{2}$ | $R\left(D^{*}\right) \times 10^{2}$ | $\rho$ |
| :--- | :--- | :---: | :---: | :---: |
| BABAR [254, 255] | $B^{0}, B^{+}$ | $44.0 \pm 5.8 \pm 4.2$ | $33.2 \pm 2.4 \pm 1.8$ | -0.27 |
| Belle [256] | $B^{0}, B^{+}$ | $37.5 \pm 6.4 \pm 2.6$ | $29.3 \pm 3.8 \pm 1.5$ | -0.49 |
| Belle [257,273] | $B^{0}, B^{+}$ |  | $27.0 \pm 3.5 \pm 2.8$ |  |
| Belle [258] | $B^{0}, B^{+}$ | $30.7 \pm 3.7 \pm 1.6$ | $28.3 \pm 1.8 \pm 1.4$ | -0.51 |
| LHCb [261] | $B^{+}(R(D)), B^{0}$ | $44.1 \pm 6.0 \pm 6.6$ | $28.1 \pm 1.8 \pm 2.4$ | -0.43 |
| LHCb [260] | $B^{0}$ |  | $25.7 \pm 1.2 \pm 1.8$ |  |
| Belle II [259] | $B^{0}, B^{+}$ |  | $26.2_{-3.9-3.2}^{+4.1+3}$ |  |
| Average | $B^{0}, B^{+}$ | $35.7 \pm 2.9$ | $28.4 \pm 1.2$ | -0.40 |

The measurement combination in the $R(D)-R\left(D^{*}\right)$ plane is shown in Fig. 76.2, compared


Figure 76.2: Measurements of $R(D)$ and $R\left(D^{*}\right)$ and their two-dimensional average compared with the average predictions for $R(D)$ and $R\left(D^{*}\right)$ given in Eq. 76.62. Contours correspond to $68 \%$ CL. The experiment-lattice QCD-HQET predictions and the experimental average deviate from each other by $3.3 \sigma$.
with the predictions in Eq. (76.61) (LQCD) and Eq. (76.62) (Experiment+LQCD+HQET). The measurement combination is based on Ref. [6] and online updates with the inclusion of recent results from LHCb and Belle II. The tension between the Standard Model prediction in Eq. (76.62) and the measurements is at the level of $2.0 \sigma(R(D))$ and $2.2 \sigma\left(R\left(D^{*}\right)\right)$; if one considers these deviations together the significance is $3.3 \sigma$. This motivates speculation on possible new physics contributions. The measurements reported in Refs. [259, 260, 273] are all in reasonable agreement with the Standard-Model predictions. There is some tension in the combination coming from the BABAR measurement and the most recent LHCb measurement [261]. The BABAR measurement is the only one to claim a deviation from the Standard Model of more than $3 \sigma$, although the $p$-value of the full combination is an acceptable $33 \%$.

The current discussion of $R(D)$ and $R\left(D^{*}\right)$ may be embedded in the theoretical analysis of the other anomalies that have been observed in semileptonic FCNC $(b \rightarrow s \ell \ell)$ transitions. More sophisticated approaches fit the data to a general effective Hamiltonian. Matching this effective Hamiltonian to simplified models, the current situation of the anomalies seems to be compatible with scenarios with an additional $Z^{\prime}$ or a leptoquark scenario, see eg. [246-252].

### 76.6.4 Measurements of $R(X)$

We note that in addition to exclusive modes, inclusive modes also offer an opportunity to test the presence of non-Standard Model contributions, although typically with lower precision. The first measurement of $R(X)$ from a $B$-factory was recently performed by Belle II [274], $R(X)=$ $0.228 \pm 0.039$, and found to be compatible with an average of Standard Model predictions $R(X)=$ $0.223 \pm 0.005$ [275-277]. Prior measurements of the branching fractions of $b \rightarrow X \tau \nu$ were performed
by LEP experiments and also found to be compatible with Standard Model predictions.

### 76.6.5 Ratios of semileptonic decay rates with e to $\mu$ final states

Several tests of lepton flavor universality in semileptonic $B$ decays have recently been undertaken at Belle and Belle II. This includes ratios of rates to electron and muon modes (i.e. $R(e / \mu)$ ) performed as part of CKM matrix element extraction analyses (Table 76.4), as well as dedicated flavour dependent angular analyses [278]. Refs. [62, 64, 65] provide measurements of LFUV in $\bar{B} \rightarrow D^{*} \ell \bar{\nu}$ decays at Belle (untagged, and hadron tagged) and Belle II (hadron tagged). The corresponding theoretical prediction is $\mathcal{B}\left(B \rightarrow D^{*} e \nu\right) / \mathcal{B}\left(B \rightarrow D^{*} \mu \nu\right)=1.0041 \pm 0.0001$ [33]. Refs. [176,279] provide measurements of LFUV in $B \rightarrow X_{c} \ell \bar{\nu}$ in hadron tagged events at Belle and Belle II, where the theoretical expectation is $\mathcal{B}\left(B \rightarrow X_{c} e \nu\right) / \mathcal{B}\left(B \rightarrow X_{c} \mu \nu\right)=1.006 \pm 0.001$ [276]. Finally, Ref. [173] provides a result for LFUV in $B \rightarrow X_{u} \ell \nu$ decays where the ratio is expected to be close to 1 , as in the $B \rightarrow X_{c} \ell \nu$ case. With the exception of the charmless decay measurement, the experimental uncertainties are dominated by lepton identification uncertainties that do not cancel in the ratios. All results are found to be highly compatible with SM expectations.

Table 76.4: Measurements of $R(e / \mu)=\mathcal{B}(B \rightarrow X e \nu) / \mathcal{B}(B \rightarrow X \mu \nu)$ where the specific decay process is listed.

| $\overline{\text { Ref. }}$ | Decay | $R(e / \mu) \times 100$ |
| :--- | :--- | :--- |
| Belle [64] | $\bar{B} \rightarrow D^{*} \ell \bar{\nu}$ | $99.2 \pm 2.3 \pm 2.3$ |
| Belle [62] | $B^{0} \rightarrow D^{*+} \ell \nu$ | $101 \pm 1 \pm 3$ |
| Belle II [65] | $B^{0} \rightarrow D^{* \ell} \ell \nu$ | $99.8 \pm 0.9 \pm 2.0$ |
| Belle II [279] | $B \rightarrow X_{c} \ell \nu$ | $100.7 \pm 0.9 \pm 1.9$ |
| Belle [176] | $B \rightarrow X_{c} \ell \nu$ | $100.3 \pm 0.5 \pm 2.4$ |
| Belle [173] | $B \rightarrow X_{u} \ell \nu$ | $97 \pm 9 \pm 4$ |

### 76.7 Conclusion

The study of semileptonic $B$ meson decays continues to be an active area for both theory and experiment. The application of HQE calculations to inclusive decays is well established, and fits to moments of $\bar{B} \rightarrow X_{c} \ell \bar{\nu}_{\ell}$ decays provide precise values for $\left|V_{c b}\right|$ and, in conjunction with input on $m_{c}$ or from $B \rightarrow X_{s} \gamma$ decays, provide precise and consistent values for $m_{b}$. Recent developments will make use of more types of moments and better theoretical inputs to constrain higher order effects. Further into the future, new nonperturbative methods to compute inclusive decay rates, for example, in lattice QCD [280-282], may provide interesting new insights.

The determination of $\left|V_{u b}\right|$ from inclusive $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ decays is based on multiple calculational approaches and independent measurements over a variety of kinematic regions, all of which provide consistent results. Further progress in this area is possible, but will require better theoretical control over higher-order terms, improved experimental knowledge of the $\bar{B} \rightarrow X_{c} \bar{\nu}_{\ell}$ background and improvements to the modeling of the $\bar{B} \rightarrow X_{u} \ell \bar{\nu}_{\ell}$ signal distributions.

In both $b \rightarrow u$ and $b \rightarrow c$ exclusive channels there has been significant recent progress in latticeQCD calculations, resulting in improved precision on both $\left|V_{u b}\right|$ and $\left|V_{c b}\right|$. These calculations now provide information on the form factors well away from the high $q^{2}$ region, allowing better use of experimental data. For $\left|V_{c b}\right|$ recent measurements have provided binned data enabling modelindependent fits.

The values from the inclusive and exclusive determinations of $\left|V_{c b}\right|$ and $\left|V_{u b}\right|$ are only marginally consistent. This is a long-standing puzzle that the recent improvements have, unfortunately, not yet resolved.

Both $\left|V_{c b}\right|$ and $\left|V_{u b}\right|$ are indispensable inputs into unitarity triangle fits. In particular, knowing $\left|V_{u b}\right|$ with good precision allows a test of CKM unitarity in a most direct way, by comparing the length of the $\left|V_{u b}\right|$ side of the unitarity triangle with the measurement of $\sin (2 \beta)$. This comparison of a "tree" process $(b \rightarrow u)$ with a "loop-induced" process $\left(B^{0}-\bar{B}^{0}\right.$ mixing $)$ provides sensitivity to possible contributions from new physics.

The observation of semileptonic decays into $\tau$ leptons has opened a new window to the physics of the third generation. The measurements indicate a tension between the data and StandardModel predictions, which could be a hint for new physics, manifesting itself as a violation of lepton universality beyond the Standard-Model couplings to the Higgs. It should be noted that none of the most recent measurements alone claim discovery of a deviation from the Standard Model. Combining the data of the semitauonic decays with the anomalies observed in the FCNC $b \rightarrow$ sll transitions allows an interpretation in terms of additional $Z^{\prime}$ or in terms of additional leptoquarks, but the current data does not allow us to draw a definite conclusion.
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